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ABSTRACT

This study provides an analysis of why corporate managers use their discretion over research and
development (R&D) spending to manage earnings. Quarterly data from corporate entities is
examined to determine if managers utilize their discretion over R&D expenditures to avoid the
reporting of net losses, earnings decreases, and earnings that fall short of analysts’ forecasts. The
evidence suggests that firms will be more likely to reduce R&D expenditures in each of the
following three scenarios: when a net loss is reported, when a decrease in earnings from the prior
period is reported, and when earnings fall short of analysts’ forecasts.
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INTRODUCTION

This study provides an analysis of the conditions that may lead corporate managers to use their
relative discretion over research and development (R&D) spending to manage earnings.
Corporate managers may modify the amount of the firm’s discretionary expenditures, such as
R&D, in an effort to either create a smooth pattern of earnings or to meet earnings targets. This
form of earnings management, referred to as real earnings management, involves the timing of
operating and investing decisions to achieve income objectives. Firms may be motivated to
report a smoother earnings stream to meet the expectations of capital markets, increase
compensation to executives, circumvent lending contracts such as debt covenant restrictions, and
create a perception of reduced risk prior to the issuance of debt. This study investigates the
degree to which corporate managers utilize their discretion over R&D spending to avoid the
reporting of net losses, earnings decreases, and earnings that fall short of analysts’ forecasts. An
analysis and comparison of these three conditions is made to identify the settings in which firms
would be more likely to manage earnings.

The implementation and management of a successful R&D program is predominant to a business

that competes in an R&D-intensive industry. In an efficient market, earnings management
techniques such as reducing R&D expenditures to inflate the firm’s reported income for a period
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should have no effect on the corporation’s share price. This study examines the phenomenon of
why corporate managers will pursue an R&D expenditure policy that may yield sub-optimal
economic results for the firm in the long run. In addition to addressing the underlying issues that
may lead managers to alter their respective decision-making processes in a counter-intuitive
manner, this paper fills a gap in the earnings management literature by analyzing and comparing
the conditions that create a more fertile environment for earnings management to exist. This
study attempts to further the existing body of literature on earnings management through the use
of discretionary expenditures by utilizing unique tests and variables to determine the settings in
which managers would be more likely to manage the firm’s earnings.

Of the many techniques used to manage earnings that are available to firms in R&D-intensive
industries, the adjustment of R&D expenditures may present these firms with the greatest
opportunity to manipulate reported earnings. SFAS No. 2, issued by the Financial Accounting
Standards Board in 1974, specifies that R&D costs generally should be expensed in the period
incurred, rather than capitalized as an asset. Prior studies (Lev and Sougiannis, 1996; Lev and
Sougiannis, 1999, Chan et al., 2001) indicate that R&D costs meet the definition of an asset as
providing a probable future economic benefit controlled by an entity, as described in Statement
of Financial Accounting Concept No. 6. Although these research studies vary in their respective
methodological approaches, each of these studies indicates that an increase in the amount and
quality of R&D expenditures may result in an increase in future earnings. Therefore, for firms
with a high R&D intensity ratio (R&D / Sales), it is intuitive to analyze R&D expenditures as a
proxy for earnings management.

This study of ex post data investigates the extent to which three different earnings management
objectives impact the R&D expenditures of firms in R&D-intensive industries. Logistic
regression analysis is utilized to determine if firms that experience a net loss, a decline in
earnings, or fail to meet analysts’ forecasts will modify R&D expenditures. A sample of firm-
quarter observations from 2001 through 2005 is analyzed to determine if a relationship exists
between a firm’s earnings (adjusted for R&D expenditures) and its unexpected R&D expense.
Consistent with prior research by Baber, et al. (1991), this study utilizes the change in
expenditures for property, plant and equipment as a control variable since these costs are
capitalized and depreciated over a number of periods. Following Perry and Grinaker (1994), this
study extends the Baber et al. study by modifying the use of last period’s R&D expenditures as
the current period’s expected R&D. Since this expenditure has displayed a non-stationary nature
over the period of the study, the prior period’s R&D expense is adjusted by a factor to arrive at a
better proxy for expected R&D expenditure.

LITERATURE REVIEW

Earnings management takes place when decisions made by corporate managers are calibrated to
achieve a predetermined level of reported earnings. Corporate managers can utilize their
discretion over certain expenditures or accrual estimates to assist in achieving a desired level of
earnings for the period. Healy and Wahlen (1999) report that earnings management occurs when
managers use judgment in financial reporting and in structuring transactions to alter financial
reports to either mislead some stakeholders about the underlying economic performance of the
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company or to influence contractual outcomes that depend on reported accounting numbers.
Alternately, Schipper (1989) describes earnings management as the purposeful intervention in
the external reporting process with the intent of obtaining some private gain. The key element in
each of these definitions of earnings management is the utilization of management’s discretion to
affect the firm’s reported financial results. In fact, McNichols (2000) states that a fundamental
element in any test for earnings management is management’s discretion over earnings.

Investors will seek a management team that that will make decisions to generate a maximum
amount of wealth for its corporate shareholders. Managers are entrusted to utilize the firm’s
available resources to maximize its long-term growth opportunities while balancing the risk
associated with these opportunities. Since changing economic conditions or other unforeseeable
external factors may lead to less than optimal financial results for the business, managers may
have an incentive to distort the true picture of the corporation’s performance. Opportunistic
managers may even resort to employ counter-productive decisions in an effort to disguise the
economic performance of the firm. Since the interests of management may not be completely in
line with those of the investors, a setting may exist where it would be suitable for a manager to
alter his decision-making process in an unintuitive manner. Identifying this setting can be a
critical factor for potential investors and current.

The judgment exercised by corporate managers in their respective assumptions and the
application of accounting principles is an integral component of the financial reporting process.
The use, or abuse, of this latitude by managers to alter financial results can be evident to
sophisticated stakeholders such as analysts, regulators, and institutional investors. In addition,
auditors are required to assess the accounting principles used and significant estimates made by
management. Despite being aware of the scrutiny that their discretionary decisions may be
subject to, corporate managers may nevertheless engage in earnings management vis-a-vis real
activities. Managers may assume that a level of information asymmetry exists between them and
other stakeholders, and even sophisticated users of financial reports may not be able to see
through this veil to uncover earnings management techniques. Another perspective is that due to
the dispersion of corporate shareholders, investors may lack the incentive to unravel earnings
management procedures. Another explanation can be attributable to management’s perception
that the market anticipates the occurrence of earnings management and already impounds this
expectation into current security prices. Finally, managers may place a priority on their own
personal benefit, even if it is at a cost to the firm. A summary of the specific factors that may
motivate managers to alter earnings is presented in Figure 1 (below). It is important to note that
the push on managers to meet earnings benchmarks may come from a combination of these
factors, rather than from a single source.

FIGURE 1: EARNINGS MANAGEMENT: MOTIVATIONAL FACTORS

External Factors Organizational Factors Individual Factors
¢ Market Expectations ¢ Contractual Obligations ¢ Management Compensation
¢ Access Debt Markets ¢ Meet Performance Budgets | ¢ Management Entrenchment
¢ Industry Regulations ¢ Top Management Pressure
¢ Competitive Forces ¢ Short-Term Focus
¢ Merger Attractiveness | ¢ Conceal Fraud
¢ Information Asymmetry
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In the post-Enron era of tighter regulation and increased scrutiny by standard-setters, the use of
discretionary expenditures may be a more rational means to manage earnings. Jenkins and Seiler
(1990) suggest that managers of companies with short-term executive compensation schemes
will decrease the scope of their respective decision-making horizons. Expenditures such as
R&D, maintenance, and advertising are prototypical choices for managers to manipulate because
although each of these items may contribute to future profitability, the current accounting
treatment requires the immediate expensing of these items. Perry and Grinaker (1994) suggest
that firms will decrease R&D expenditures when earnings fall short of analyst expectations.
Dechow and Sloan (1991) provide evidence that CEO’s will cut R&D expenditures to increase
their compensation in the final years of their contracts. Bushee (1998) indicates that managers
are more likely to cut R&D spending when there is a high turnover of shareholders and less
institutional investors. The use of these expenditures as earnings management tools is expedient
because these items are subject to the discretion of company management and fall outside the
scope of financial reporting standard-setters.

SFAS No. 2 mandates that R&D costs generally be charged as an expense when incurred.
Disclosure in the financial statements is required for the total R&D charged to expense for each
reporting period. Proponents of this standard can justify the expensing of R&D as a conservative
accounting method to reduce the opportunity for managers to capitalize expenditures that are
uncertain to yield future benefits to the firm. Other scholars and practitioners have expressed
varying degrees of opposition to SFAS No. 2 since its issuance in October 1974. They argue that
R&D costs meet the criteria of an asset as specified by the FASB and the omission of these costs
from the balance sheet compromises the relevance of the financial statements. Although SFAS
No. 2 was issued to reduce the opportunities for a manager to arbitrarily overstate the firm’s
assets, this standard has created another medium for managers to alter the reported earnings of
the firm. An underlying cause of the debate over how R&D costs should be accounted for is
whether or not the tenets of the conservatism principle should override those of the matching
principle. Proponents of conservatism can allude to the degree of uncertainty about future cash
flows that may stem from a given expenditure. The argument about uncertainty, however, can be
made for essentially all assets. Accrual accounting purists argue in favor of the matching
principle by pointing out that most assets have an indeterminable value to a specific firm but this
does not preclude the firm from recognizing the asset’s existence on the balance sheet. Bernstein
(pp- 367) encapsulates the argument against the immediate expensing of R&D by referring to
this treatment as a safe, rather than useful approach that overlooks the history of productivity of
many ongoing research efforts as opposed to the uncertainty involved in one-shot research
projects.

Although there is risk associated with virtually every R&D project, an abundance of literature
indicates that R&D expenditures possess the attributes necessary to be considered an asset. In a
recent study, Amir et al. (2007) find that in R&D-intensive firms, R&D outlays contribute to
future earnings variability at an even greater rate than capital expenditures. The results of this
study are consistent with findings from prior research conducted by Lev et al. (2005) that focus
on the contribution of R&D spending to the firm’s future return on assets, return on equity, and
earnings growth. In this study, Lev et al. construct a model to analyze firms over a period that
spans from 1972 through 2002. The results indicate that the conservative reporting of R&D
outlays leads to an undervaluing of R&D-intensive firms in the market. Other literature
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empirically establishes a linkage between R&D expenditures and subsequent market returns by
estimating the period of time that a firm will generally benefit from an R&D outlay (Lev and
Sougiannis, 1996; Chan et al., 2001). In these studies, R&D expenditures are estimated to
provide a benefit to the company for a period of five to ten years.

Since the issuance of SFAS No. 2 in 1974, the U.S. economy has made a significant shift to the
service sector. Walther and Strickland (2002) point out that it is misleading to judge a company
solely on its “bricks and mortar” assets because its value is frequently predicated on intangibles
linked to technology and intellectual property. This argument supports a position held by Lev
and Zarowin (1999) who report that the non-recognition of intangible assets in the balance sheet
has led to a decline in the value-relevance and usefulness of the financial statements. Healy et al.
(1999) suggest that companies should be permitted to capitalize R&D on a basis similar to the
successful-efforts method that may be used in the oil and gas industry for exploration costs.
Prior research has provided evidence that a linkage exists between a firm’s R&D expenditures
and its sales in subsequent periods (Griliches, 1987; Morbey, 1988). Since the benefits derived
from R&D outlays may be realized over a number of years, the absence of R&D capital on the
balance sheet denies investors the ability to assess a firm’s returns on its innovative activities
(Lev, 1999). Ratios such as net sales to total assets and return on total assets are less meaningful
due to the absence of R&D on the balance sheet.

In addition to establishing a linkage between R&D expenditures and future sales, prior literature
has also identified an association between a firm’s R&D outlays and its future net income.
Sougiannis (1994) indicates that, on average, a one-dollar investment in R&D will yield a two-
dollar increase in profit over a seven-year period. Amir et al. (2007) suggest that an association
exists between investments in R&D and subsequent earnings variability for firms that operate in
an R&D-intensive industry. Other literature deals with examining the association between R&D
expenditures and future stock returns. Although Morbey (1988) did not find an association
between a firm’s R&D expenditures and its future stock price, more recent studies do find a
linkage between expensed R&D and stock returns (Lev and Sougiannis, 1996, 1999; Chan et al.,
2001). These current findings indicate that investors place a premium on the company’s growth
potential via R&D expenditures over the risk associated with these R&D projects.

HYPOTHESES DEVELOPMENT

Earnings management practices may occur to avoid the reporting of net losses, earnings
decreases, and earnings that fall short of analysts’ forecasts. Following Brown and Caylor
(2005), Graham et al. (2005), and Degeorge et al. (1999), this study presents an analysis of
quarterly earnings to examine the relative significance that each of these conditions has to
motivate firm managers to finesse earnings. Since these studies and other prior research
including Burghstahler and Dichev (1997) and Dechow et al. (2003) have yielded inconsistent
results, the body of literature in this specific area should be updated. Changing economic
conditions and the evolution of the financial reporting environment can affect how managers
view each of these three quarterly thresholds. The performance of the overall market, the
emergence of a global economy, and the issuance of legislation such as the Sarbanes-Oxley Act
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and Fair Disclosure Act can affect the motivations of firm managers to influence reported
earnings.

Degeorge et al. (1999) report that analysts, investors, senior executives, and boards of directors
consider earnings the single most important item in the financial reports issued by publicly held
firms. Meeting the threshold of reporting a profit rather than a loss arises from the
psychologically important distinction between positive and negative numbers. Firm managers
may be motivated to report a net profit since many business decisions are based on clearly
defined predetermined thresholds. Employee compensation agreements, bank lending practices,
and bond rating criteria may all be influenced by whether or not a business reports a net profit.
Surpassing the “bright line” threshold of zero profit may present true economic consequences to
the business. Prior research suggests that firms will engage in earnings management practices to
avoid the reporting of net losses (Hayn, 1995; Beaver et al., 2003; Roychowdhury, 2006).
Empirical studies (Hayn, 1995; Burgstahler and Dichev, 1997; Dechow et al., 2003) have also
revealed that many more firms report a small net profit than the amount of firms that report a
small net loss. Although this may not constitute evidence of earnings management, the results of
these studies suggest that firms are at least aware of the zero profit threshold and may be willing
to take action to avoid the reporting of net losses. Burgstahler and Dichev (1997) estimated that
30% to 44% of firms with low unmanaged losses take actions to raise reported earnings to
achieve a positive net income. Since firms with a minimal amount of unmanaged net losses may
be ideal candidates to engage in earnings management practices to achieve a net profit, the first
hypothesis is:
H1: R&D-intensive firms that report a net loss, adjusted for unexpected R&D
expenditures, are more likely to reduce R&D spending during this period.

Sustaining a consistent growth pattern of corporate earnings is of principal significance to firm
managers. Prior research has suggested that firms with a sustained series of increases in earnings
have higher earnings response coefficients (ERCs) and are thus priced at a premium in the
market (Kormendi and Lipe, 1987; Barth et al., 1999). DeAngelo et al. (1996) indicate that a
break in the pattern of earnings increases may be associated with a decline in the firm’s stock
price. A decrease in reported earnings from the prior period can send a signal to the market that
the firm has hit its peak earnings potential and may be on the decline. Other studies have
suggested that publicly held nonfinancial firms report small declines in earnings less often than
small increases (Burgstahler and Dichev, 1997; Degeorge et al., 1999). These studies have been
extended to the financial sector and similar results were obtained for the banking industry
(Beatty et al.,, 2002) and the property & casualty insurance industry (Beaver et al., 2003).
Therefore, the second hypothesis is as follows:

H2: R&D-intensive firms that report a decrease in earnings from the prior period

are more likely to reduce R&D spending.

The use of analysts’ forecasts by researchers as a proxy for earnings expectations has been
pervasive in accounting and finance literature over the years. Shipper (1991) describes analysts
as intermediaries who are sophisticated users of financial information and asserts that
accountants have a stake in understanding how analysts use this information. To avoid negative
earnings surprises, corporate managers may have a strong impetus to report financial results that
either meets or surpasses analysts’ forecasts. Previous studies (Bartov et al., 2002; Lopez and
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Rees, 2002) suggest that the market will penalize firms that fall short of analysts’ earnings
projections while it may reward firms that exceed these benchmarks. Firm managers are
cognizant of this market reaction, as literature in this field (Brown, 1997; Burgstahler and
Eames, 2006) indicates that a much higher distribution of companies report small positive
earnings surprises than those that report small negative earnings surprises. Matsumoto (2002)
suggests that managers may adjust discretionary accruals and expenditures either upward or
downward in an effort to slightly exceed the consensus forecast. Profitable firms may not want
to exceed analysts’ forecasts by too great an amount because it may create a more difficult
threshold to obtain in future periods. Since managers may be aware of the significance of
beating earnings forecasts, the third hypothesis is:

H3: R&D-intensive firms that do not meet analysts’ forecasts of earnings are

more likely to reduce R&D spending.

METHODOLOGY

Following Burgstahler and Eames (2003) and Baber, et al. (1991), the sample is comprised of
industrial firms from the Standard Industrial Classification (SIC) Codes 2000 through 3999.
Using Standard and Poor’s Compustat database to compile the data, 255 of the 952 firms
selected from the initial sample were identified as reporting an R&D intensity ratio of at least
10% for the 2005 year. Since R&D intensity was used to refine the sample, only firms that
reported sales revenues of at least $100 million and R&D expense of at least $1 million were
included in the initial sample. The sample selected for this study consists of firms primarily
from the biotechnology, computer hardware, pharmaceuticals, machinery and electronics sectors.
Because this study may suggest that a deficiency in the accounting treatment of R&D in the US
may exist, foreign corporations were removed from the sample. After removing firms that did
not report complete data on a quarterly basis for all test variables from 2001 through 2005, the
final sample consisted of 2,816 firm-quarter observations.

Three distinct tests (one for each hypothesis) were performed for each of these firm-quarters.
Unexpected R&D expenditures is used as the proxy for managed earnings in each of these tests.
Unexpected R&D, the dependent variable in each test, is calculated as follows:
UNEXPEC(R&D)t = R&Dt - EXPEC(R&D)t  and
EXPEC(R&D)t = R&Dt-4 X GF(R&D) where,
UNEXPEC(R&D)t is the unexpected R&D expenditure for the current quarter.
R&Dt is the actual R&D expenditure for the current quarter.
EXPEC(R&D)t is the expected R&D for the current quarter.
R&Dt-4 is the actual R&D expenditure for the same quarter of the prior year.
GF(R&D) is the growth factor for R&D and is computed by adding 100% to the average
annualized R&D growth rate over the five-year period for each firm in the study.

Adjusting the R&D expenditure of the same quarter from the prior year by a growth factor
should serve as a reasonable proxy for expected R&D expenditure. Although many
macroeconomic factors, industry-specific conditions and firm-specific variables may affect
anticipated R&D expenditures, the average annualized growth rate from the preceding five-year
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period is a reasonable estimator of this expenditure, and an improvement over the use of just the
prior period’s figure alone.

For each hypothesis test, a binary logistic regression model is used to estimate the probability
that R&D expenditures have been increased or decreased depending on the values of the
independent variables. For each observation (firm-quarter), the amount of unexpected R&D, the
dependent variable for each test, is assigned either a 1 for a negative amount or a 0 for a zero or
positive amount. Following Bushee (1998), the logistic regression model is selected because the
magnitude of R&D decrease may not be relevant to determine if a firm has engaged in earnings
management practices. Since some firms nearly miss earnings targets, it would take less of an
adjustment in R&D spending to meet the targeted earnings level. It would be an erroneous
assumption to claim that a firm engaged in a greater degree of earnings management because it
decreased R&D spending by a greater amount. This assertion about the lack of relevance in the
amount of R&D change is supported by other studies (Bushee, 1998; Perry and Grinaker, 1994;
Dhaliwal et al., 2004). In fact, these studies identify firms that just miss earnings targets by a
modest amount as better candidates to manage earnings because a smaller decrease in R&D
spending can be leveraged to achieve the desired earnings level.

Binary logistic regression analysis is utilized to determine the percent of the variance in the
dependent variable that is explained by the independent variables. Logistic regression tests are
also performed to rank the relative importance of the independent variables and assess the
interaction among these variables. In logistic regression there is no assumption of
homoscedasticity; that is the variance of the dependent variable is constant across all values of
the independent variables. It is also not a prerequisite that the predictor variables have a normal
distribution. In logistic regression, the dependent variable is transformed into a logit variable.
This is the natural log (In) of the odds of the dependent variable occurring. The probability of a
certain event, such as earnings management, can be estimated as follows:

log (odds) or logit (P) = In (P/(1-P)) where,
P equals the probability that a firm will manage its earnings, represented by a decrease in
unexpected R&D. This formula can be interpreted as:

Logit (P) = o + B1X1 + B2X2 +...piXi  where,
o represents the constant and 3 represents the coefficient of the independent variable. The odds
of the dependent variable being equal to one is calculated by dividing the probability of the
dependent variable being equal to one (success) divided by the probability of the dependent
variable being equal to zero (failure). The range of these odds is from zero to infinity.

The independent variable in the first hypothesis test is unmanaged earnings for each firm-quarter.
Unmanaged earnings is calculated by adding back unexpected R&D expense (see above
calculation) to income before extraordinary items as follows:
UNMAN(EAR): = EARt + UNEXPEC(R&D)¢ where,

EAR{ represents earnings before extraordinary items. Unexpected R&D expense is added back
to earnings to arrive at unmanaged earnings. Rather than adding back the entire R&D expense to
earnings, as shown in Perry and Grinaker (1994), earnings is adjusted only for the unexpected
portion of R&D expenditure. This represents a good indicator of what earnings would have been
if no management of R&D expenses had taken place. Each firm-quarter will be classified as
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reporting either a negative or non-negative unmanaged earnings amount and logistic regression
will be used to identify if a relationship exists in either of these two groups to unexpected R&D.

As a proxy for earnings increases or decreases, the independent variable in the second hypothesis
test will be the change in unmanaged earnings. Following Brown and Caylor (2005), the change
in unmanaged earnings is calculated by deducting unmanaged earnings from the same quarter in
the prior year from the current period’s unmanaged earnings as follows:
UNMAN(EAR)CHGt = UNMAN(EAR)? - UMAN(EAR)#-4

Each firm-quarter is classified as reporting either a decrease or no decrease in unmanaged
earnings from the prior period and logistic regression will be used to identify if a relationship
exists in either of these two groups to unexpected R&D.

The testing of the third hypothesis focuses on the relationship between firms that fail to meet
analysts’ forecasts and the management of earnings. Following Brown and Caylor (2005) and
Burgstahler and Dichev (1997), the most recent earnings forecast prior to the earnings
announcement date is used to represent analysts’ forecasts. The most recent forecast is more
closely related than is the mean consensus forecast to the stock price reaction to earnings
announcements (Brown and Kim 1991). This forecasted data was compiled from First Call
database. Earnings surprises are calculated by taking the difference between actual reported
earnings per share (EPS) for the current period and the latest forecasted EPS. As in each of the
first two hypothesis tests, all actual EPS results are adjusted for any unexpected R&D as follows:
SURPRISE(EPS)t = UNMAN(EPS)t - FORECAST(EPS)t  where,
SURPRISE(EPS)t is the difference between the unmanaged actual EPS and the forecasted EPS
for each current firm-quarter.
UNMAN(EPS)t is the actual EPS, adjusted by the effect of unexpected R&D on this ratio.
FORECAST(EPS)t is the most recent analysts’ forecast of EPS prior to the earnings
announcement date.
Each firm-quarter is classified as reporting either a negative or non-negative earnings surprise
and logistic regression is used to identify if a relationship exists in either of these two groups to
unexpected R&D.

Data on capital expenditures for property, plant and equipment was compiled for each firm-
quarter. These expenditures are less attractive vehicles for earnings management practices as
they are capitalized and expensed over future periods. For control purposes, additional tests are
run using the change in capital expenditures the dependent variable. These test results are
compared to the results from the initial tests that utilized unexpected R&D as the dependent
variable. Figure 2 (below) summarizes the logistic regression tests performed in the study.

FIGURE 2: LOGISTIC REGRESSION TESTS

1 Likelihood Ratio Test Measures of goodness of fit
Hosmer-Lemeshow Test

2 Wald Statistic Test of statistical significance for each coefficient

3 Odds Ratio Measures the relative effect of independent variables

4 Cox & Snell R-squared Measures how well the model predicts the values of the
Nagelkerke R-squared dependent variable

5 Leverage Statistic h To detect outliers in the sample

2013 Northeast Decision Sciences Institute Annual Meeting Proceedings  April 2013 Page 10



The likelihood ratio test is performed to test the model for goodness of fit. Using a backward
stepwise method, all three independent variables are entered into the equation and those that do
not significantly affect the results are eliminated. The log likelihood (LL) is the probability that
the observed values of the dependent variable may be predicted from the observed values of the
independent variables. Since the range of this probability is from zero to one, the log of this
probability ranges from zero to negative infinity, as the log of any number less than one is
negative. This number is then multiplied by negative to yield the goodness of fit. The likelihood
ratio test is defined as:

-2LL (model without all variables) - -2LL (model with all variables)
The Wald statistic is used to measure the statistical significance of each coefficient (). This test
is suitable for this study because there are many cases (firm-quarters) in the sample. The statistic
represents the ratio of the coefficient to its standard error and is defined as:

Z = B/SE
When Z is squared a chi-square distribution results. The odds ratio test is utilized to measure the
relative effect that each independent variable has on the dependent variable. A unit change in
exp(P) for each of the three independent variables is associated with a 3 change in the log odds
of the dependent variable, unexpected R&D. Confidence levels of 95% are established for this
test. R-squared tests, Cox & Snell and Nagelkerke, are used to evaluate how well the model
predicts the values of the dependent variable. The leverage statistic h is also evaluated to
determine if any observations in the study have a large effect on the predicted values.

RESULTS

The final sample consisted of firms that represented the following sectors: pharmaceutical /
biotechnology 25.6%, semiconductors and electronic components 25.0%, machinery 18.9%,
laboratory instruments 18.2%, communications equipment 10.2%, other 2.1%. Quarterly R&D
expenditures for firms in the sample ranged from $640 thousand to $7.1 billion, with a mean of
$96.5 million. 47% of the firm-quarters reported negative unexpected R&D expenditures. For
the following independent variables: 41% of the firm-quarters reported negative unmanaged
earnings, 39% of the firm-quarters reported a negative change in unmanaged earnings, and 84%
of the firm-quarters reported a negative surprise EPS. The leverage statistic h indicated that no
observations in the study have a large (outlier) effect on the predicted values.

The likelihood ratio test for goodness of fit yielded a significance level of less than 5% for the
baseline model that included the constant (o) as the only variable in the equation (see Table A).
The null of this model, logit (P) equals the constant, can thus be rejected. This indicates that the
independent variables in the overall model do make a difference in predicting either an increase
or decrease in unexpected R&D. The Hosmer-Lemeshow test produced consistent results for
goodness of fit as a significance level of under .05 was attained (see Table B).

Test results indicate that the null hypothesis should be rejected for each of the three hypotheses.
For the first hypothesis, observations with negative unmanaged earnings are more likely to report
a negative unexpected R&D amount than observations with positive unmanaged earnings. The
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null of this hypothesis is rejected as the Wald statistic reported a significance level of below 5%
(see Table C). The odds ratio test, represented by the Exp(J) statistic, revealed that firm-quarters
reporting a negative amount for unmanaged earnings are 1.931 times more likely to report a
negative unexpected R&D amount than firm-quarters that reported non-negative unmanaged
earnings. Within a 95% confidence interval, the Exp(J3) statistic falls between 1.629 and 2.290.

For the second hypothesis, firm-quarters that reported a decrease in unmanaged earnings are
more likely to report a negative unexpected R&D amount than firm-quarters that reported an
increase in unmanaged earnings. The null of this hypothesis is rejected as the Wald statistic
reported a significance level of below 5% (see Table C). The odds ratio test, represented by the
Exp(B) statistic, revealed that firm-quarters reporting a decrease in unmanaged earnings are
1.228 times more likely to report a negative unexpected R&D amount than firm-quarters that
reported an increase in unmanaged earnings. Within a 95% confidence interval, the Exp(p)
statistic falls between 1.037 and 1.455.

For the third hypothesis, observations with a negative amount for earnings surprise are more
likely to report a negative unexpected R&D amount than firm-quarters with a positive earnings
surprise. The null of this hypothesis is rejected as the Wald statistic reported a significance level
of below 5% (see Table C). The odds ratio test, represented by the Exp(p) statistic, revealed that
firm-quarters reporting a negative amount for earnings surprise are 1.573 times more likely to
report a negative unexpected R&D amount than firm-quarters that reported a positive earnings
surprise amount. Within a 95% confidence interval, the Exp(p) statistic falls between 1.262 and
1.962.

Identical statistical tests were run for all firm-quarters with the change in capital expenditures
replacing unexpected R&D as the dependent variable. The likelihood ratio test for goodness of
fit yielded a significance level of 29.1% for the baseline model that included the constant (o) as
the only variable in the equation. The null of this model can not be rejected, indicating that the
independent variables in the overall model do not make a significant difference in predicting
either an increase or decrease in the change in capital expenditures. For both tests of R-squared,
Cox & Snell and Nagelkerke, the reported figure was lower with the change in capital
expenditures as the dependent variable. This indicates that the independent variables serve as
better predictors when unexpected R&D is the dependent variable. With the change in capital
expenditures as the dependent variable, the Wald statisitc reported a significance level of above
5% with the change in unmanaged earnings as the predictor variable.

CONCLUSIONS

Evidence from this study indicates that decisions to invest in R&D are influenced by corporate
managers’ concerns about reported earnings. These results are consistent with prior studies
(Burghstahler and Eames, 2003; Baber, et. al., 1991) which indicate that managers will alter
discretionary spending to manage earnings. This conclusion is further supported by the test
results with the change in capital expenditures as the dependent variable. The ranking of
importance for each of these three predictor variables on unexpected R&D is as follows:

First: Manage earnings to avoid reporting a net loss.
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Second:
Third:

Manage earnings to avoid falling short of analysts’ estimates.
Manage earnings to avoid reporting a decrease in income from the prior period.

The results from this study suggest that firms will place a premium on attempting to report a net
This is intuitive because firms that fail to meet this benchmark

income rather than a net loss.

may suffer actual economic consequences that are directly tied into reporting a net loss.
Contractual agreements that include as employee compensation arrangements, bank lending
practices, and bond rating criteria may all be influenced by whether or not a business reports a

net profit.

investors, analysts, auditors, and standard-setters.

TABLES: STATISTICAL TESTS — UNEXPECTED R&D

A) Likelihood Ratio Test: Constant Only

The implications from this study could affect the decision-making process of

B | SE. | wad | df Sig. Exp(B)
Step0 Constant| 438 038 13.344 1 000 1.148
B) Hosmer and L.emeshow Test
Chi-
Step square df Sig.
1 17.688 4 .001
C) Wald Statistic, Odds Ratio, Confidence Intervals
95.0% C.l.for
B S.E. Wald df Sig. Exp(B) EXP(B)
Lower | Upper
;Q’(tz)p EARO1 658 087 57364 1| 000 1931 1629  2.290
?HGEARO .206 .087 5.644 1 .018 1.228 | 1.037 1.455
SURPO1 453 113 | 16.180 1 .000 1.573 | 1.262 1.962
Constant -.584 .097 | 36.237 1 .000 .558
a Variable(s) entered on step 1: EAR01, CHGEARO1, SURPO1.
D) R-Squared Tests
Cox &
-2 Log Snell R | Nagelkerke
Step | likelihood | Square R Square
1 3748.654 .049 .066
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Abstract

Decisions regarding activity levels often focus on their impacts to the bottom line such as
cost-volume-profit (CVP) analysis. However, a production level contributing positively to
the bottom line might not be a sustainable one if an organization does not have adequate
cash to support the decision. Operating factors such as lead times, cost structures, and
trade terms create a time lag between earnings and cash flows. This study first shows the
conditions where negative correlations exhibited between the changes of earnings and cash
flows and between the changes of cash flows in successive periods using a simple demand
pattern. This phenomenon was proved under certain trade credit terms and cost structures
in [2] using a random walk demand process. Here, we provide an alternative proof allowing
for broader considerations of various operations factors. A simulation study is developed
to first verify the results obtained from the analytical approach and second to study the
correlation behavior under more general demand patterns, cost structure and trade terms.
The simulation model generates earnings and cash flow forecasts allowing decision makers to
see the means and standard deviations of future earnings and cash flows as a result of their

decisions.
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1. Introduction

Since cash is the lifeline precious to a company’s survival and growth potentials, it is
imperative for organizations to understand the cash impact of their operational decisions.
Cash pressure from customers and suppliers on better credit terms, coupled with a tightened
credit line from its bank can succumb a company with enough orders and positive earnings [6].
As a result, when making activity level decisions such as production volume, decision makers
need to consider not only the growth opportunities for earnings but also the sustainability
of the growth in terms of cash resources, especially for cash constrained companies.

Under the revenue recognition and matching principles of GAAP, the accrued basis ac-
counting system creates a time lag between earnings and cash flows. Revenue recognition is
also a major contributors to fraudulent financial reports. As such, FASB Statement No. 95
issued in 1987 added the statement of cash flows as one of the required financial statements.
As earnings are more subject to manipulation, DeFond and Hung [3] found that when ana-
lysts are suspicious about a company’s financial statements, they tend to generate cash flow
forecast in addition to earning forecast. Almeida, Campello, and Weisbach [1] showed the
cash constrained companies tend to reserve more cash when their operating cash flows are
higher for potential future needs of cash. Dechow et al. [2] showed that because the changes
of cash flow between periods often exhibit a negative correlation, using current net cash flows
to predict future cash flows does not produce as good result as using current earnings to
forecast future cash flows.

There are a great number of studies intended to demystify the relationship between
earnings and cash flows. The purpose of this study is to better understand the behavior
of net cash flow changes as a result of operations decisions through both analytical and
simulation approaches. The first part of this paper applies an analytical approach to identify
the conditions when the negative correlation exists. We focus on a basic model with less
complexity to observe the main interactions between cash flows and earnings mediated by
key operations decisions. In the simulation study, more operational and risk factors are

introduced to move the model closer to real practice. The purpose is to better understand
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Figure 1: Earnings and Cash flow - Toro Company

the interdependent relationships between activity level, cost structure, and operating cash

flows.

2. An Analytical Approach of Relationships between Cash flows and Earnings

In [2], the authors used an indirect method to calculate operating cash flows from earnings
and show that under most conditions, the correlations between net cash flow changes of two
successive periods are negative. As a result, predicting future cash flows from current cash
flows are not as good as predicting future cash flows from current earnings, which tend to
be more stable as a result of the revenue recognition and matching principles. As indicated
in Figure 1, Toro Company’s earnings in the past exhibits a steady increase. However, the
cash flow line has a greater fluctuation and a time delay as compared to the earnings line.
For example, earnings peaked in 1999 while cash flows reached its peak two years later. This
wider fluctuation and the time lag are the two main reasons why a decision maker needs

to look into future cash flows in addition to earning forecasts when making activity level
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decisions.
This study uses a direct approach to link cash flows with operational activities. The
analytical process adopts a random walk demand pattern from [2] where the demand in time

period t, D, is a random variable determined by
Dy=Dy1+¢ VYt ¢ — N(0,0) (1)
which can be viewed as a special case of the model in [7]
D;=pBo+ (i) +pDiy1+ €, i=1,2,... (2)

where fy = 1 = 0 to eliminate the linear trend and p = 1 to make (1) a special case of (2).

Operating factors considered include a production lead time, an accounts receivable trade
credit term, an accounts payable trade credit term, and a cost structure consisted of an
external cost pay to vendors and an internal conversion cost. In the absence of a trend
factor, the relationship among cash flows, earnings, and operations factors of interest can be

better observed.

2.1. Assumptions

To simplify the indices of variables, we assume physical flows occur at the beginning of
each period, fulfilling orders and receiving materials, while cash flows, cash payments and

receipts, happen at the end. Other assumptions include

1. Sales: At the beginning of period t, the demand in period ¢, D, is realized (shipped).
Based on Dy, the forecast for a future period t + ¢ is made by E[D;.;|D;] = D, and
Var[D;;|D;] = ic?. Actual sales is defined as S; = Min{D,, PU; + INV;} where
PU; and INV; are units completed the production process and beginning inventory
respectively at the beginning of time period t. We assume the safety stock level is
significantly higher than ¢ so that stock out rarely happens in the analytical approach.
Hence, in the analysis of sales revenue, we make no distinction between sales and

demands. Payment received by the end of time period ¢ receives a discount of ¢, and
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full payment is due at the end of period t + r, where r is the number of periods in an
accounts receivable credit term.

2. Production quantity: Given Dy, the production quantity Y; of time t is determined
through the following steps when there is an [-period lead time. Production of Y,
starts from t and completes in ¢t + [ — 1. Thus, Y; is available for sale at the beginning

of t + 1 and is denoted as PU;4;.

e The manufacturer adopts a produce-up-to policy where the produce-up-to quan-
tity in time ¢, Sy, is the expected lead time demand plus a safety stock (see [4]
for details). Assume the safety stock level does not change from period to period.
Thus, 5S¢ — S5;-1 = Zi;:l(E[Dt-l-kLDt] — E[Di_144|Di—1).

e Under these assumptions, the manufacturer determines the production volume,

Y;, after D, is realized by
Y, = Dt+(5t—5t 1) (3)

= D+ Z [Di1i|Dt] — E[Dy—14x| Di—1)
= Dt + l€t

As seen in (3), the production quantity Y; consists two parts, a part to replenish
the depleted inventory, Dy, drawn in time ¢ and the other part to update the
produce-up-to quantity, S;, from S;_;.

3. Operations Costs: Total operational cost to produce Y; is a fixed proportion of Y;.
It contains an external procurement cost of a;Y; paid to the vendors and an internal
conversion cost of anY;. In order to maintain a positive gross profit, we assume 0 <
ay, ag < 1and ag +ag < 1.

e Materials required for Y;, a1Y;, must arrive at the beginning of ¢ to be ready for
the production of Y;. There is a v-period accounts payable credit term. Accounts
payable from materials received at the beginning of ¢ is due by the end of time
t + v and an discount is offered if paid in ¢. Assume there is no lead time for

ordering materials.

2013 Northeast Decision Sciences Institute Annual Meeting Proceedings  April 2013 Page 22



e The conversion cost asY; is incurred evenly throughout the [-period lead time

with apY;/l paid in each period.

2.2. Correlations between Changes of FEarnings and Cash Flows

In this section, we analyze the correlations between

1. changes of net cash flows and changes of net earnings (C-E)
2. changes of net cash flows in successive time periods (C1-C2)

3. changes of cash inflows and changes of cash outflows (I-O)

in a future period ¢ 4 ¢ under four different scenarios.
Since net earnings are determined under the revenue recognition and matching principles,
it is not affected by the trade terms or lead times and coincides with the physical flow of

finished goods and materials. Based on the assumption, it is always,
Et = (1 — 1 — Oég)Dt (4)

On the cash flow side, the inflow, outflow, and net flow are characterized as follows.

It = ARt—T = M?;n{Dt_r, PUt_T + [N‘/;f—r} (5)
-1
«
O = Vit Y Vi
k=0
a -1 -1
= al[Dt_v + lﬁt_v] + 72 Z Dt—k + Qi Z €t—k (6)
k=0 k=0
Ct — -[t - Ot (7)

Equation (6) shows that due to the lead time, [, there are [ batches, Y; 41, ...,Y; under
production in time period ¢.

Table 1 presents the analytical results of the three types of correlations under the four
different scenarios where we assume I, = D;_,. Case 1 is used as a baseline for comparison
where [ = r = v = 0. The remaining three cases each has one factor different from Case 1.
In Cases 2, 3, and 4, we flip each of the three factors, [, r, and v, from 0 to 1 to study the

impact of the factor on the correlations.
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In Table 1, the correlation between net cash changes and net earnings changes, Corr(AC;, AE;),
in Case 2 has a coefficient of 2 in the numerator. It also appears in the correlation between
net cash flow changes in successive periods, Corr(AC;_1, ACy), in the same case. That is
due to the replenishing and adjusting factors mentioned earlier, whenever there is a lead
time. From Table 1, Corr(ACy, AE;) and Corr(AC;_1, AC,) are positive if a; + ay < 0.5,
which is a tough goal to achieve. In Case 3, due to the negative sign in the numerators
of Corr(ACy, AE;) and Corr(AC;_1, ACy), they are always negative. It is due to the de-
layed cash receipt from the AR credit term. Since Case 2 and Case 3 are both impacted
by a; and as, we use the two cases to study the impact of the overall cost structure on the
correlations. Fig 2 shows that, in Case 2, when there is a one-period lead time, the corre-
lations between cash-earnings (C-E) correlations, Corr(AC:, AE}), and cash-cash (C1-C2)
correlations, Corr(AC;_1, ACy), decrease from positive to negative numbers as cost ratios
rise above 0.5. In Case 3, when there is a one-period AR credit term, the cash-earnings
and cash-cash correlations also decrease as cost ratios increase and, as seen in Table 1, the
correlations are all negative. Higher cost ratios move the correlations more to the negative
territory which reduce the predictability of future cash flows.

In Case 4, the impact of a; and as are separate. As a result, we use this case to study
the changes of compositions between the two cost components while fixing a; + as to 0.9.
Composition 1 has a; = 0.1 and ay = 0.9. In each of the subsequent composition, «; is
increased by 0.1 and «s is reduced by 0.1. The value 0.9 was chosen using the historical
average cost ratios of Toro Company. From Table 1, we observe that Corr(AC;, AE;) is
always positive and the lower the internal conversion cost ratio the higher the correlation
due to the AP credit period given to a;Y;. On the other hand, Correl(ACy, AC,) is always
negative and the higher a4 is, the more negative the correlation is. Fig 3 shows that both
cash-earnings and cash-cash correlations exhibit a decreasing trend over the changes of the
cost compositions. However, cash-earnings correlations fall in the positive territory while
cash-cash correlations are in the negative territory. The delay of payment from the AP

credit term made Corr(AC;_1, AC;) more negative as oy increases from 0.1 to 0.9. When
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Figure 2: Correlations - Cas2 2 and Case 3

there is a high portion of cost in procurement, the correlation become lower because of the

credit term offered by vendors.

3. Simulation Studies

We use Palisade’s @Risk 5.7 [5], an Excel Add-In program, to implement the simulation
test. To setup the simulation environment based on predetermined simulation parameters,
we wrote an Excel Macro in Visual Basic to read the parameters, calculate a few constants,
and write Excel and @Risk formulas and functions on the spreadsheet. After executing
the Macro, we have a spreadsheet model ready for @Rsik to run its simulations and collect

summary data.

3.1. Verifications

The first simulation experiment implements the four scenarios mentioned in the analytical

approach to verify the accuracy of the simulation setting using a; = as = 0.45. Table
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Figure 3: Correlations - Case 4

2 compares the results obtained from the analytical approach in Table 1 and the results
obtained from averaging the results of 1000 simulation iterations. The two sets of numbers

are very close to each other.

3.2. Random Walk Demand Pattern

In the next round of test, we use a random walk demand pattern D, = D;_1 + ¢ where
e, — N(0,10), which provides a relatively stable level of demands. In addition, we allow
for a more general credit term where r = 2 (AR credit period), v = 1 (AP credit period),
and a 3-period lead time (I = 3). In order to focus on cash flows and earnings comparison,
we assume no early cash payment and receipt options are taken. The simulation model first
generates 30 periods of historical data. Based on the historical data, future demands are
simulated for period 31 and after. Subsequent data are calculated and collected in each of
the 1000 simulation iterations where the means and standard deviations of key statistics

are calculated. In the first stable demand scenario, S1, the cost structure remains at the
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Correlations | Approaches || Case 1 | Case 2 | Case 3 | Case 4
C-E Analytical || 1.000 | -0.664 | -0.669 | 0.774
Simulation || 1.000 | -0.669 | -0.676 | 0.782

C1-C2 Analytical || 0.000 | -0.497 | -0.497 | -0.490
Simulation || 0.010 | -0.508 | -0.517 | -0.516

Table 2: Correlation comparison between analytical and simulation approaches

previous level of a; = as = 0.45. In the second stable demand scenario, S2, we lower the
cost ratios to a; = ap = 0.40 to observe the impact of a different cost structure.

Figure 4 shows that S1 has a slightly wider range covered by the expected cash flow
plus-minus one standard deviation range. Excluding period 31 which is heavily influenced
by the realized demands before period 31, S1 has an average standard deviation of 26.4 while
S2 has a smaller standard deviation of 23.5. This shows that an improved cost structure can
reduce cash flow risks. And, as expected, the one standard deviation ranges of earnings in
both S1 and S2 are much narrower than those for cash flows, a proof of the fact that cash
flow predictions are harder due to the higher level of uncertainties. The demand levels are
deliberately set at two different levels so as to compare the two scenarios on the same figure

without too much overlapping.

3.8. Trend

In this simulation, we use the same credit terms and lead time as those appeared in
Scenarios S1 and S2. However, the demand pattern incorporates a trend factor. In Scenario
T1, we set 5y = 100, 5 = 5, and p = 0.1 in equation (2). In Scenarios T2, we increase the
trend factor 5; from 5 to 10 to observe the impact of a steeper sales growth.

Figure 5 again shows that the one standard deviation range of earnings is much smaller
than that of the cash flows. The first few periods in the planning horizon are influenced by
past demands. The figure clearly indicates that cash flows, in spite of an increasing trend, is

lagging behind the earnings trend. In addition, there are two periods in T2 and one period
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Figure 4: Two scenarios under random walk demand pattern

Figure 5: Two scenarios under trend factors
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Correlations | C-E | C1-C2
S1 -0.133 | -0.289
S2 -0.197 | -0.243
T1 0.004 | -0.563
T2 0.062 | -0.580

Table 3: Correlation comparison between analytical and simulation approaches

in T1 that the one standard deviation below the average cash flow lines are in the negative
territory, threatening the organization with a chance of not having enough cash to support

sales growth opportunities.

4. Conclusion

This study provides a tool for decision makers to better assess the cash flow impacts when
making activity level decisions in addition to earnings. The first insight of those impacts are
observed through the analytical approach on a simple demand pattern. It is consistent with
the result in [2] that for most reasonably realistic cost structures, the correlation is negative
for net cash flow changes between two consecutive periods. The simulation study on four
scenarios, S1, S2, T1, and T2, indicates that the correlations between changes of net cash
flows and changes of earnings are relatively small (see Table 3). However, the correlations
of cash flow changes in successive periods are all negative. With the trend factor, the
correlations are more negative and the magnitude grows as we increase the growth rate of
sales. This, together with the results observed in the previous section, indicates that when
there is a rapid growth opportunity, an organization needs to pay more attention to cash
flow forecast before making a decision to raise its activity level.

In the future, the author would like to conduct more experiments to establish a sensitivity

analysis.
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ABSTRACT

This study evaluates the impact of various contextual factors on the usefulness of composite
forecasts of annual earnings. The evaluation is based upon the predictive accuracy of composite
forecasts versus each of the individual forecast sources used in its construction: analysts’
forecasts, time-series forecasts, and price-based forecasts. The contextual factors examined
include (1) firm-years of relatively small vs. large size; and (2) firm-years of relatively low vs.
high analyst coverage. The results of the study show that each of the three forecast resources
provides unique information, incremental to that in competing forecasts. In addition, composite
forecasts are more accurate than each of the individual forecasts. When the sample is partitioned
based upon the two contextual factors, we found that the composite forecasts are significantly
more accurate than any of the individual forecasts for smaller firms and for firms with lower
analyst coverage. Among larger firms and firms with higher analyst coverage, composite
forecasts outperform time-series and price-based forecasts, but not analysts’ forecasts.

Keywords: Earnings forecasts, composite forecasts, firm size, analyst coverage.
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ABSTRACT

The accounting information systems course curriculum exposes students to different computing
technologies and systems used to demonstrate internal controls and processing of data affecting financial
reporting. This paper presents an active learning method for students to learn about eXtensible Business
Reporting Language (XBRL), a standard for electronically tagging financial and business data required
by the Securities Exchange Commission. Topics presented include why accounting students should learn
about XBRL, how to acquire the free software and tutorial, how to use the accompanying assignment to
support the learning concepts from the tutorial, teaching notes for the assignment and exercise problems,
and best practices for conducting the tutorial assignment with students.

INTRODUCTION

In a recently implemented mandate [1], publicly-held companies using the U.S. stock exchanges are
now required by the Securities Exchange Commission (SEC) to file their financial reports using
Extensible Business Reporting Language (XBRL), a standard for electronically tagging financial and
business data.

XBRL requires the use of header tags to label each individual element of data to enable them to be
identified by other software applications (such as the SEC’s interactive reader). For example, when
using XBRL to electronically file their 10-K and 10-Q statements, a company would attach a tag labeled
“usfr-pte:CommonStockParValuePerShare” to its U.S. GAAP Common Stock Par Value Per Share
figure on its interactive data balance sheet submission to signify that the data following the tag is the
numerical amount of the Common Stock Par Value Per Share from their financial statement.

This tagged data is commonly distributed in the form of electronic XBRL instance documents,
consisting of financial and business data and its respective standard XBRL tag. The XBRL mandate is
intended to provide a common classification of financial statement information to improve the filing
process and the ability to compare financial data between companies.

Companies can consider one or more implementation methods [2, 3,4] to fulfill the SEC’s XBRL filing
requirement, with the chosen implementation method evolving as more is learned about the process. One
method is to use a stand-alone software application to tag financial statements at the end of the reporting
process as an extension to the traditional process in order to convert the statements from the original
source document (e.g. Microsoft Excel or Word documents) to an XBRL format. This method can be
performed internally or outsourced to a third-party vendor (e.g. their financial printer), whereby the
organization provides them with their financial and business data and the third-party returns the tagged
documents for the organization to proof and approve. Another method is for the organization to use
software applications with built-in algorithms that generate XBRL tagged data as part of the financial
reporting process, from which electronic XBRL instance documents can be created.
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And a third method is for the organization to integrate XBRL, embedded in the accounting records of
their value chain as part of their electronic reporting process, which enables financial and business data
to be stored in tagged format for easy retrieval and use across their business reporting value chain.

Accountants and auditors should have an understanding of XBRL because their job responsibilities may
include mapping financial statements with XBRL taxonomies, proofing and approving XBRL mappings
from third-party vendors, participating on a project team that selects and implements accounting
information systems with built-in or embedded XBRL capabilities, or auditing financial statements that
are filed using XBRL. Students studying accounting and auditing should learn about XBRL since this is
now the standard for financial reporting in the U.S. and many global financial communities (see
xbrl.org).

BACKGROUND

Recent pedagogical publications teaching XBRL concepts include interactive exercises providing
students with a foundation in XBRL by (a) examining the current taxonomy for U.S. Generally
Accepted Accounting Principles and (b) teaching students how to analyze financial information using
the SEC’s free interactive financial statement viewer to display and export financial statement data to
other software tools [5], and (c) an exercise showing students how to create XBRL instance documents
using a trial version of a stand-alone software application called Dragon Tag® by Rivet Software [6].

In 2012, Dragon Tag® by Rivet Software was no longer available as a free trial version; therefore, Grant
and Sharifi’s XBRL exercises could not be done without a significant financial cost to the students or
the university. A search was done to find an educational alliance willing to provide XBRL software at a
low cost or free. Advanced Computer Innovations, Inc. was willing to provide all of the university’s
students with a free trial version of their stand-alone software application called EDGARSuite. The
vendor supplied an installation file for the university to host on the school’s course content webpage.
The installation file includes the installation procedure, the executable software, and a step-by-step
tutorial for the students.

This paper describes an exercise developed for students and is based on the XBRL tutorial provided
with EDGARSuite, which requires the students to map income statement elements from Microsoft Excel
and Word documents to the XBRL taxonomy using the mapping software tool in EDGARSuite, and
then creating the instance documents that would be sent to the SEC. The students are also required to
answer questions about XBRL and the tutorial as part of the assignment.

PROCEDURE

The assignment is explained to students for a half hour of one class session, during the course lecture
about the general ledger and financial reporting system. The students work on the tutorial as a
homework assignment. The deliverable of the assignment is to complete the hands-on tutorial exercise
and to answer the questions on the hand-out document.

Technical Requirements

The university’s computing lab has the software installed but most of the students choose to install the
software on their personal computer so they can do the assignment at their convenience.
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EDGARSuite is only compatible with computers running the Microsoft Windows 7, XP, Vista, 2003,
2000, or NT operating system. Students with Apple Mac-based operating systems running a Windows
partition have been successful with the installation, but it depends on the student’s ability to troubleshoot
problems that may arise from the two operating system platforms co-existing on the same computer.
Some international students had issues with the installation on their foreign-issued laptops, which were
never resolved, and other students reported that they had to disable their firewall software during the
installation process because the firewall was not allowing the installation file to be uploaded to their
personal computer.

LESSONS LEARNED

Since the mapping software is a stand-alone application, and not client-server based, there is no way for
the instructor to ascertain whether the student actually completed the hands-on tutorial exercise. Several
checks are built into the hand-in questions, for example, the students are instructed to enter their first
and last name into the Company Name field and their unique student id number into the ‘“Shares
Outstanding” field. They are also required to take a screenshot of the Proof page that is generated after
they click on the Proof button at the end of the tutorial and paste the screenshot into the hand-in
document to prove that they actually did steps in the tutorial.

It takes the average student 2-3 hours to complete the hands-on tutorial part of the assignment. It is
recommended that the students complete the assignment at one time, but if a student needs to shut down
his/her computer in between, he/she should be advised to stop the assignment at the end of a “session”
and start the assignment at the next “session” when resuming. If the student is able to complete the
assignment at one time, they can ignore the tutorial instructions that instruct them to close EDGARXxbrl
and reopen the previously saved filing and mapping.

The software installation process creates files in two different folders on the computer. The folder
labeled ACI Programs on the C: drive, contains a folder labeled EDGsuite. This folder contains the
tutorial instruction file, labeled gks.pdf. This file contains the step-by-step instructions to complete the
hands-on part of the tutorial (see http://www.sec-edgar-filing.com/). The tutorial instructs the students to
create a folder and copy two specific folders into the file they just created. These files contain a partial
income statement used as input for the mapping. Some students have trouble finding these files and need
to be specifically instructed as to their whereabouts. If possible, provide the gks.pdf file as a hardcopy
and the xyz.xls and xyz.doc files to the students on your course content website for them to access.
Another folder labeled EDGARSsuite, is created on the desktop and contains the executable program to
run the tutorial, labeled EDGARxbrI™. The student is instructed to double-click on this label, and the
main window of the application should then appear in the left portion of the screen. The students can
then proceed with the step-by-step instructions for loading the XBRL taxonomy and mapping the
income statement data.

Student Feedback

Graduate and undergraduate students of accounting information systems over three semesters have
completed the hands-on exercise and assignment. An anonymous survey was completed by 70 students
during one semester one month after they submitted the assignment. The results are currently being
analyzed and will be reported at the conference presentation.
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APPENDIX A

Instructions

Go to Advance Computer Innovations website http:/www.sec-edgar-filing.com/ to review the
training/demo video and to download the XBRL mapping software trial program. Look around on the
web page to see what it’s all about, then go to the Downloads icon to access the files for the trial and the
demo.

You should not have to provide your contact information, but if the download does not start
downloading, you may have to provide the information. The trial software download file is EDGARsuite
Software and the demo is XBRL Demo Video, but you may NOT want to download the demo and view
it online instead (since the demo download uses over 200 meg of space!)

Alternatively, the software vendor has provided our university with a zipped file containing the software
installation and supporting files, which can be uploaded from our course content website to your
Windows-based computer for installation.

Once you download and execute the installation of the trial software, you need to look in the folder
where you designated the files to be loaded into and look for a pdf file called gks.pdf. This file contains
the tutorial you are required to do. Follow the step-by-step instructions (which correspond to the demo
video). Note: the tutorial is divided into “sessions”; you do not need to stop at each session if you have
time to keep going during one sitting. If you need to stop working on it for the day, then stop at the end
of a session and the next time you work on it, resume where you left off starting at the next session.

Two changes from the tutorial instructions:

1. For the registrant name, enter your full name (e.g. DEB SLEDGIANOWSKI) instead of XY Z
Corporation.
2. In the spreadsheet that you are required to load for the mapping, change the value of the
following element to your student id number (your 700 number) (see example below):
Diluted weighted average shares outstanding 700123456 700123456

Note: In the spreadsheet that you are required to load for the mapping, the document is of an Income
Statement, NOT a Balance Sheet as is indicated in the tutorial (it is a typo in the instructions).

DELIVERABLES

The deliverables for this exercise are to answer the questions below then email them to me and to email
me a Word document containing a print screen of the output generated after you Save your work and
invoke the Proof button (the output of the Proof should look something like the right-hand side below)
(email both documents in the same email message). Notice that my name is displayed as the registrant
name and 700123456 is the number of shares outstanding:
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QUESTIONS

1. What are the specific steps using the software to enable the user to map an element that is not part of
the XBRL taxonomy? What is this process called? Describe what the X in XBRL stands for? (provide
an explanation as why an organization would need to map an element that is not part of the existing
taxonomy)

2. What is/are the label of the line item(s) of the income statement that XYZ company created as an
extension?

3. From which website(s) can the XBRL taxonomies be downloaded? Provide me with a working link
to one of the websites? How many different taxonomies are available? Why are there different
taxonomies?

4. What is the taxonomy’s definition of “income loss from continuing operations” which appears below
the list of taxonomy tag names in the left window when you click on the

IncomeLossFromContinuingOperations concept?

5. List the exact names of the files generated from the mapping software that are provided to the SEC for
XYZ company (not “income statement”, “balance sheet”, etc).

6. Surf the Internet to find names of other XBLR mapping software tools provided by software vendors.
Provide me with the website link and name of two others.
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Abstract

The Sarbanes-Oxley Act (SOA) of 2002 included a wide range of reforms for issuers of
publicly traded securities, auditors, corporate board members, and lawyers. It was aimed at
deterring and punishing corporate and accounting fraud with severe penalties for wrongdoers,
and protecting the interests of workers and shareholders. The SOA along with the economic
downturn of 2008 and the subsequent passing of the Dodd-Frank Act has focused additional
attention to executive compensation especially for CEOs. This paper proposes that the Analytic
Hierarchy Process (AHP) may be useful in developing input to compensation contracts in ways
that support regulations and the interests of investors and stockholders. AHP is suggested as a
framework to explore when considering the factors that can be used to measure the performance
of'a CEO. Seven reasons for using AHP for this purpose are presented in this report: (1)
emphasizes objectivity and consistency, (2) creates an audit trail for compensation agreements,
(3) improves understanding between CEOs and compensation committees, (4) supports review
and updating CEO compensation contracts, (5) augments CEO selection, (6) supports SOA and

Dodd-Frank Act, and (7) may attract investors.
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One of the most sweeping reforms to business practices was the Sarbanes-Oxley Act
(SOA) of 2002, which was signed into law by George W. Bush and became effective on July 30,
2002 (Zameeruddin, 2002). This act included a wide range of reforms for issuers of publicly
traded securities, auditors, corporate board members, and lawyers. It was aimed at deterring and
punishing corporate and accounting fraud with severe penalties for wrongdoers, and protecting
the interests of workers and shareholders. The Sarbanes-Oxley Act has the following major
features: (1) it creates a Public Company Accounting Oversight Board to enforce professional
standards, ethics, and competence for the accounting profession, (2) it strengthens the
independence of firms that audit public companies, (3) it increases corporate responsibility and
usefulness or corporate financial disclosure, (4) it increases penalties for corporate wrongdoing,
(5) it protects the objectivity and independence of securities analysts, and (6 ) it increases
Securities and Exchange Commission resources. There is no consensus in the literature with
regard to the overall success of SOA (Basu & Dimitrov, 2010). The purpose of this paper is to
examine the role of SOA in executive compensation and propose the use of the Analytic
Hierarchy Process as a method to identify factors for input into an executive compensation
package. To accomplish this purpose, this report identifies the goals of the SOA, reviews the
effectiveness of the SOA’s claw back provision, presents current issues in executive
compensation, provides an overview of the AHP model, and advocates the use of AHP as a
starting point for developing executive compensation factors.

Goals of the SOA

One of the six goals for the SOA is to increase corporate penalties for corporate

wrongdoing. Section 304 of the Sarbanes Oxley Act of 2002 is known as the "claw back"

provision because it authorizes a company to get back certain executive bonuses and stock
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profits. The claw back rule provides that any accounting restatement due to the material
noncompliance with financial reporting requirements the chief executive officer and the chief
financial officer shall reimburse bonuses or other incentive-based or equity-based compensation
received from the issuer during the 12-month period following the first public issuance or filing
of the document (University of Cincinnati College of Law, 2002). A review of the record of
enforcements between July 1, 2002 and June 30, 2006, revealed that over 1,121 publicly traded
companies filed a total of 1,786 restatements125 were made for reporting fraud or other
accounting errors (List, 2008). This data represents the number of restatements filed since
Sarbanes-Oxley went into effect. By December 2007, the SEC had brought Section 304 actions
in only five cases. More disturbing is that the SEC itself noted in a press release on May 31,
2007, that this was its “first time” using Section 304 (List, 2008). Only two instances of
enforcement of the claw back provision were found in the literature. The SEC recently
announced a settled enforcement action in which it obtained a “claw back” of prior compensation
and stock sale profits from a CEO pursuant to Sarbanes-Oxley Section 304 in SEC v. McCarthy,
No. 1:11-CV-667-CAP (N.D. Ga. March 3, 2011). This case marks the second time the SEC has
obtained this type of relief without alleging that the CEO in question personally engaged in any
wrongdoing (Carlin, 2011).
SOA Effectiveness and Role in Executive Compensation

The role of executive compensation and its enforcement under SEC 304 of the SOA
raises the issue of how to fairly assess and reward the work of a CEO for a publically traded
organization. Although there are a number of theories that describe the underlying precepts of
how a compensation model should function there are no testable mathematical models to assess

the objectivity and fairness of the methods. One well-researched notion is the “principal/agent”
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theory which argues that compensation committees of Boards of Directors are principals who
negotiate with their agents (CEOs) to establish executive compensation (Bebchuk & Fried,
2004). Under this approach, these principles through their objectivity are able to negotiate cost
effective contracts that motivate the CEOs to manage the organization in a way that ultimately
increases the wealth of the principals. The focus of this paper is to identify a framework that
could be used to develop criteria that could be implemented in a compensation contract that
could serve the needs of the organization, its principals, and its CEO in a more transparent and
objective methodology. By making the development of these contract assessment factors more
objective, the approach supports the SOA by increasing corporate responsibility and disclosure.
Current Issues in Executive Compensation

Over the last 10 years, a lot has been written about structuring executive compensation
and connecting pay to performance. Because of the economic conditions of 2008, many
companies carefully reviewed their structuring of compensation measures for their executives. In
2009 the G-20 Conference echoed the need for effective governance of compensation including
oversight and engagement by stockholders. In July 2010, the Dodd-Frank Wall Street Reform
and Consumer Protection Act (Dodd-Frank Act) became law. Among the investor protection
provisions of this law are sections that address executive compensation and corporate
governance. These issues were included in the Act because of the widespread perception that
executive pay practices contributed to the financial crisis. This view asserts that some executives
took excessive risks to realize short-term gains at the expense of long-term shareholder value and
financial stability in their organizations. The Dodd-Frank Act requires greater accountability by
the board to shareholders about executive compensation. Section 951 of this regulation requires

that shareholders of public companies have a non-binding vote on executive pay packages and
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golden parachutes. The goal of this practice is to encourage compensation policies that connect
compensation incentives to a company's financial performance. Under this law, compensation
committees are required to be independent of management and that they have the resources to
use the expertise of independent consultants (Pagnattaro & Greene, 2011).

The growing momentum toward executive compensation reform movement brings with it
new responsibilities for shareholders. Shareholders of public companies in the United States and
of many listed companies in the European Union must be prepared to vote at the annual meeting
with an understanding of the pay practices at issue (Pagnattaro & Greene, 2011). With the
increased closure of pay arrangements shareholders will need to focus on the relationship
between the CEO’s paycheck and his or her performance. This paper argues that one approach
for assisting the shareholder and compensation committees is through the application of the
Analytic Hierarchy Process. The next section provides an overview of AHP.

The Analytic Hierarchy Process

The Analytic Hierarchy Process (AHP) is a methodology that aids decision makers who
are faced with problems that are composed of conflicting and often subjective criteria (Ishizaka
& Labib, 2009). A number of successful applications of this approach have been documented in
the literature (Forman & Gass, 2001; Ho, 2008; Kumar & Vaidya, 2006; Liberatore & Nydick,
2008; Omkarprasad & Sushil, 2006). Saaty (1972) is generally regarded as a pioneer in this
methodology because of his early publication on the subject.

Saaty (2008) explains the AHP as a method in which priorities are created by
decomposing the decision into four steps. First, the problem needs to be defined to determine the
type of information that is sought in the process. Second, develop a structure with goal of the

decision at the top followed by the objectives. These objectives will range from intermediate
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levels which identify the criteria to the lowest levels which represent the alternatives. Third,
construct sets of pairwise comparisons in which higher level elements are compared directly with
elements in the level below it. Fourth, apply the priorities gained from the comparisons to assess
importance of lower level elements. After analyzing each element, then combine the weighted
values from the level below to obtain its overall priority. This process is continued until the final
priorities of the alternatives are obtained. A more detailed list of steps is provided in Table 1.
Table 1

Analytic Hierarchy Process Methodology

Step Activity

1 Develop a statement of the problem to be solved

2 Expand the statement from Step1 to include all objectives and the desired outcomes
3 Identify the criteria that would influence the outcomes identified in Step 2

4 Structure the problem to include the goals, criteria, and alternatives developed in the

previous steps

5 Compare each element with other elements on its level using the structure developed in
Step 4. This step will require n(n -1)/2 comparisons where n is the number of elements
under consideration.

6 Calculations are performed to find the maximum eigenvalue, consistency index,
consistency ratio, and normalized values for each alternative

7 The calculations performed in Step 6 are repeated until the consistency index and
consistency ratio based on the normalized values lie within the desired range

In reviewing the four steps listed above it can be seen that AHP begins with a problem
that is decomposed into a hierarchy of criteria so as to be more easily analyzed and compared.
The development of this hierarchy enables the decision maker to systematically assess the
alternatives by making pair-wise comparisons for each of the chosen criteria. This comparison

may use data from the alternatives or subjective judgments as a way to input the information.
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AHP transforms the comparisons into numeric values that are further processed and compared.
Each factor’s weights allow the assessment of each one of the elements inside the defined
hierarchy. This ability to convert empirical data into mathematical models is the main distinctive
contribution of the AHP technique when contrasted to other comparing techniques. After all
comparisons have been made, and the relative weights between each one of the criteria to be
evaluated have been established, the probability of each alternative is calculated. This probability
represents the likelihood of an alternative to fulfill the desired goal. The higher this probability
is, the greater are its chances to satisfy the final goal of the decision maker (Vargas, 2010). The
solution of AHP computations is typically provided through software tailored to complete the
calculations. The next section identifies several resources for software that will support the user
in applying this approach.
AHP Software Resources

Table 1 identified a number of calculations that are required in the last three steps of the
AHP process. Fortunately, there are a number of both commercial and free software resources
available to carry out these computations specific to the AHP methodology. In the paid area of
AHP software, Expert Choice is popular choice and is available online. Free software includes
the use of Excel for completing the calculations as well toolbox implementations in Matlab (Jun,
Xin-sheng, & Li, 2008). The availability of software to perform the calculations for the AHP
model supports the application of the approach to a wide variety of problems including the
development of input for executive compensation agreements. Examples of application areas to

which AHP has been applied are discussed in the following section.
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AHP Application Areas

AHP has been used for decision making in a number of areas. Omkarprasad and Sushil
(2006) reviewed a total of 150 AHP application papers. Their work provides a reference on
AHP and an informative summary. One fact noted by these authors is that AHP is its flexibility
to be integrated with different techniques like linear programming, quality function deployment,
and fuzzy logic. Consequently users of AHP can obtain the benefits from all the combined
methods, and achieve the desired goal in a better way. To gain an appreciation for both the types
of problems and areas of application in which AHP has been used the information in Tables 2
and 3 are presented. Table 2 reveals the kinds of problems to which AHP has been applied based
on Omkarprasad and Sushil review. Table 3 displays the variety of application areas in which the

AHP methodology has been used from Omkarprasad and Sushil’s study.
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Table 2

AHP Use by Types of Problems’

Problem Type Quantity
Selection 32
Evaluation 26
Cost-Benefit 7

Priority 20
Development 18
Resource allocation 10
Decision making 21
Forecasting 4
Medicine 5

" Omkarprasad, V., & Sushil, K. (2006). Analytic hierarchy process: An overview of applications. European Journal
of Operational Research, 169(1), 1-29.
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Table 3

AHP Use by Application Areas’

Application Area Quantity
Personnel 26
Social 23
Manufacturing 18
Political 6
Engineering 26
Education 11
Industry 15
Government 13

Other 12

" Omkarprasad, V., & Sushil, K. (2006). Analytic hierarchy process: An overview of applications. European Journal
of Operational Research, 169(1), 1-29.

Ho (2008) found that the AHP can be combined with other techniques, such as
mathematical programming (including linear programming (LP), integer linear programming
(ILP), mixed integer linear programming (MILP), and goal programming (GP)), Quality
Function Deployment (QFD), meta-heuristics, SWOT, and Data Envelopment Analysis (DEA)
because of its simplicity and flexibility. Comparatively, the combined AHP and GP and AHP
and QFD were the two most commonly used tools that were found to be integrated with AHP.
Ho also noted that the integrated AHPs can be applied to a wide variety of fields and problems
successfully. The ease in which AHP can be combined with other techniques is another

advantage for this methodology.
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Input to AHP

Executive compensation generally consists of a combination of four elements: (1) annual
base salary, (2) annual incentive or bonus plan generally tied to short-term performance
measures, (3) long-term incentives (including restricted stock, stock options and other long-term
performance plans tied to total shareholder return or financial performance), and (4) benefits plan
(Deloitte Development, 2012). In general, the base salary constitutes 30% of total compensation,
the annual incentive another 20%, the benefits about 10% and long-term incentives for about
40%. As compensation committees sought to achieve pay for performance, one trend was to
place more emphasis on performance vested restricted stock for CEOs. Any of these inputs may
be used as alternatives in the AHP model. In addition, organizations can develop their input
categories or refine the contents of each of these major four elements for use in the AHP model.
One newer area for input into executive compensation that could also be included in the AHP
methodology is sustainability. Xcel Energy included incentive awards for executives to
sustainability performance metrics, including greenhouse gas reduction; Alcoa added
sustainability performance in its executive bonus plan in 2010, linking 20 percent of the bonus to
nonfinancial metrics, such as carbon dioxide reduction, safety and diversity (Environmental
Leader, 2012).

Seven Reasons to Use AHP for CEOs, Corporations, and Accountants

The heightened concerns about executive compensation along with the requirements of
the Sarbanes-Oxley Act and the Dodd-Frank Act are strong forces that provide a justification for
an approach to modeling how CEOs are rewarded for their work. There are number of cogent
arguments that can be made to support the use of AHP in this process. Each of the following

seven reasons are described in this section: (1) emphasizes objectivity and consistency, (2)
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creates an audit trail for compensation agreements, (3) improves understanding between CEOs
and compensation committees, (4) supports review and updating CEO compensation contracts,
(5) augments CEO selection, (6) supports SOA and Dodd-Frank Act, and (7) may attract
investors.
Emphasizes Objectivity

The objectivity advantage of the AHP model for executive compensation refers to its
clearly defined steps as listed in Table 1. In addition, the results of the calculations in the AHP
approach will consistently produce the same results for the same sets of criteria for the same
evaluator. Anyone using this process would be required to the same steps with the same
calculations. Consequently, the AHP brings with it a fair and objective approach to identify the
most important considerations for identifying each organization’s and CEO’s perceived
important factors for executive compensation.
Creates an Audit Trail

The choices and alternatives identified by each organization’s compensation committee
for CEOs could be readily documented by many implementations of the available AHP software.
These factors along with their perceived importance can be reviewed by auditors and
shareholders. The audit trail available through the use of AHP software can be useful in
reviewing the consequences of the choices in subsequent financial reports. This AHP advantage
is in line with Sepe’s ((2011) recommendation for measures that would help to remove equity-
compensation biases include requiring coordination between the compensation committee and
the disclosure of evaluation activity and compensation approval in an organization’s publicly

available reports.
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Improves Understanding in Compensation Decisions

An organization’s compensation committee can use the AHP methodology to develop its
own list of important factors for connecting CEO performance to reward. This committee can
compare its list with factors identified by their CEO. By analyzing these two lists, both the
committee and the CEO can use the results of the AHP technique to learn about the similarities
and differences in the perceived importance of various factors. One of the by-products of the
AHP methodology is its potential to improve understanding between senior executives and
compensation committees.
Supports Review and Updating of Compensation Contracts

On an annual or quarterly basis, an organization can review its performance data to
examine how well its operating results correlates with the factors identified in the CEO
compensation agreement as revealed through the AHP methodology. The performance factors
created through AHP for the CEO can be compared with the actual performance data for the
business. A high correlation may indicate that there is a relationship between the performance of
both the CEO and the organization which is led by the CEO. Lower correlations may provide
sufficient incentive to update or re-think the factors used. Consequently, the AHP method can
assist in monitoring the relationship between an individual executive performance and the actual
results of a company’s operations. These results may be used to update new contractual
agreements with the same CEO or serve as a learning experience for evaluating a new CEQO.
Augments CEO Selection Decisions

Another advantage of the AHP process is its usefulness in the procedure of selecting a
CEO. As part of the interview process, the applicant can be asked to apply the AHP method to

identify their perceived list of important items for compensation. The resulting list obtained from
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the CEO-applicant can be compared to a similar list prepared by the hiring committee using the
AHP model. Differences between these identified factors can be useful in determining the fit of
the applicant with the organization. These differences can also be used as a basis for discussion
with each interviewee in subsequent steps of the hiring process. If there are too many
differentiators between the list produced by the applicant and the hiring committee, then that
individual may be eliminated from further consideration.
Supports SOA Goals and Dodd-Frank Act Requirements

The AHP supports the goals of the SOA and the Dodd-Frank Act for improving
disclosure and financial responsibility. The SOA made CFOs along with CEOs explicitly
responsible for the integrity of financial reports and, while the Securities and Exchange
Commission’s (SEC) 2006 proxy statement revisions required that the CFO’s compensation be
disclosed along with that of the CEO and the next three highest paid executive officers (Balsam,
Irani, & Yin, 2012). All of the discussion in this paper in which the CEO was referenced would
also apply to other senior executives in the organization.
May Attract Investors

The use and disclosure of the results of the AHP method may also draw investors to an
organization. The list of factors perceived as important to the CEO as derived through AHP can
provide additional insight into the nature and leadership expectations for an organization that
may be of interest to stockholders. The inclusion of these results in a prospectus or financial
statement notes may add to the transparency of an organization and thus increase interest by
investors. For example, an investor interested in sustainability as a corporate goal may be drawn
to an organization in which the CEO is rewarded for improving the company’s movement toward

this goal. Although there is no evidence that the application and publication of the results of
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AHP could be useful in attracting investors to an organization, this relationship could be
explored in future studies.
Conclusion

With the passage of the SOA, the Dodd-Frank Act, and the economic downturn of 2008
interest in executive compensation packages have received extraordinary attention. After
reviewing key provisions of these regulations, this report identified the Analytic Hierarchy
Process as a methodology that would be useful to apply to determining the inputs for CEO
compensation agreements. An overview of AHP along with areas to which this approach has
been applied was also discussed. Seven reasons for the adoption of AHP in executive
compensation contracts were identified. These reasons included: (1) emphasizes objectivity and
consistency, (2) creates an audit trail for compensation agreements, (3) improves understanding
between CEOs and compensation committees, (4) supports review and updating CEO
compensation contracts, (5) augments CEO selection, (6) supports SOA and Dodd-Frank Act,
and (7) may attract investors. This paper demonstrated the potential utility in the application of
the AHP in executive compensation agreements. Additional research is needed to determine if

the advantages of AHP can be demonstrated through real applications.
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ABSTRACT

As globalization gives rise to increased cross-border transactions, tax avoidance schemes
pervades the international tax landscapes. The International Financial Centre Review reports that
an estimated $11.5 trillion in financial assets are held in offshore tax haven. Of that total,
approximately $1 trillion is attributed to U.S. Citizens (Wang, 2012). For the U.S., this equates to
$100 billion per year in tax revenue concealed in foreign bank accounts (Wang, 2012). This
paper examines, comparatively, the anti-avoidance tax policy initiatives employed by the U.S.,
the U.K., Japan, and Canada with the aim of determining the effectiveness and limitations of
these initiatives.

Keywords
Tax avoidance, tax evasion, tax havens, tax reform, offshore

INTRODUCTION

As the globalization process gives rise to increased cross-border transactions, tax avoidance
schemes have pervaded the international tax landscapes. The International Financial Centre
Review reports that an estimated $11.5 trillion in financial assets are held in offshore tax haven.
Of that total, U.S. approximately $1 trillion is attributed to U.S. Citizens (Wang, 2012). For the
United States, this equates to $100 billion per year in tax revenue concealed in foreign bank
account (Wang, 2012). The pervasiveness of offshore tax evasion schemes has, for the United
States and other developed nations, been the impetus for several anti-tax avoidance initiatives
undertaken by the United States and other developed nations. These initiatives are of increased
importance, particularly in light of the adverse fiscal ramifications of the great recession and the
resulting urgency for countries to revive their respective economies.

This paper provides a comparative review and analysis of anti-avoidance initiatives undertaken
by the United States, Japan, the United Kingdom and Canada, and Germany to counter anti-
avoidance schemes employed by multinational entities and individual taxpayers. The various
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legislative and regulatory initiatives are examined from a policy perspective to determine the
extent of their effectiveness and to identify limitations that exist. Proposals for strengthening
anti-avoidance initiatives through cooperative and uniformed efforts by these and other countries
are discussed. In addition, observations of the economic and profit-shifting implications of the
world-wide tax system versus the territorial tax system on the anti-avoidance objectives are
provided.

RESEARCH METHOD

The traditional legal research method, otherwise described as normative legal reasoning, is
employed. Monsma (2006) explains that legal research is classified as normative “because [it]
seeks to influence legal decisions and make legal predictions.” Monsma (2006) confirms that
“law is revered not for its ability to ferret out objective truth but for its reflection of societal
concerns, its sustenance of the ideal of justice.” This research approach is applied in this
investigation evidenced by the process of critical study of legislative and regulatory schemes;
and application of legal reasoning techniques to the same for purposes of interpretations and
inferences relevant to the tax policies under examination. Legal reasoning techniques are
likewise used in arriving at inferences and prescriptions as to the shaping of future international
tax policy aimed at curtailing offshore tax evasion activities.

COMPARATIVE ANTI-AVOIDANCE INITIATIVES

This paper provides a comparative review and analysis of anti-avoidance initiatives undertaken
by the United States, Japan, the United Kingdom and Canada to counter anti-tax avoidance
schemes employed by multinational entities and individual taxpayers. Table 1, below, reflects a
visual overview of significant anti-tax avoidance initiatives currently in play within the
respective jurisdictions. Detailed discussions, on a country-by-country basis, will be provided in
final draft of this paper.

TIEASs JITSIC | FATCA | GAAR | DPTAS | TAARS | QI Program
United States | X X X X X
Japan
United X X X X
Kingdom
Canada X X

TIEA: Tax Information Exchange Agreements

JITSIC: (Joint Int’l Tax Shelter Information Center) (Agreements between tax agencies)
FATCA: Foreign Account Tax Compliance Act)

GAAR: (General Anti-Avoidance Rules): Anti-abuse law and alternative ways of writing
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legislation.

DPTAS: Disclosure Tax Avoidance Schemes)

TAARS: (Targeted approach to drafting anti-abuse legislation)
QI Program: Qualified Intermediaries/FFIs)

FINDINGS

While the anti-avoidance measures reviewed play an important role in the effort to thwart off-
shore tax evasion through income shifting, the author offers that some measures, such as the Tax
Information Exchange Agreements, are inherently limited in their effectiveness. Other measures
are flawed from the perspective of enforcement mechanisms. The existence of ongoing bank
secrecy laws by some tax-haven countries pose a critical threat to anti-avoidance progress
attributable to inter-country collaborative efforts toward information-exchange and transparency.
Countries that uphold strict bank secrecy law are likely to attract offshore investors who had
formerly invested in jurisdictions that have abandoned secrecy laws and have adopted
information-reporting agendas. The author proposes the strengthening of anti-avoidance
initiatives through cooperative and uniformed efforts across international jurisdictions. The
current network of anti-avoidance initiatives is akin to a patch-work approach to tackling
international tax evasion. From the United States’ perspective, and even that of other developed
nations, significant success in curtailing leakage of tax revenues to off-shore jurisdictions is
heavily dependent on enactment of comprehensive international tax reform. The pairing of such
significant reforms with the anti-avoidance initiatives targeted at illegal offshore tax avoidance
schemes would help to reduce loopholes.

Anti-avoidance efforts would be further enhanced by cross-country harmonization of principal
tax policies. The absence of harmonization creates loophole opportunities for taxpayers who
persist on engaging in income shifting. Considerations for harmonization efforts would
potentially include the U.S. adoption of a territorial tax system, in place of its current world-wide
tax system. In addition to bringing the U.S. system more in line with tax systems of its
international trading partners, a territorial tax system may likely cause reduction in cross-border
income shifting.
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ABSTRACT

Big Data today is highlighted as new capability for driving business value. Companies are
creating the opportunities as well as confronting challenges to deal with a larger volume and
wider complexity of data. This paper builds a platform of social media analytics and then applies
it to a financial sector as a case study. We also attempt to design a simple dashboard for
providing more useful intelligence tool. We conclude that the field of Big Data Analytics is still a
fledgling stage and rarely studied. So this field is much potential to develop a sound base of
theory and methodology.

Key Words: Big Data, Mobile Computing, Social Media, Business Analytics

INTRODUCTION

The Internet is the backbone of our society, while mobile cloud computing is a central source of
social change. With the popular use of mobile devices (i.e., smartphones) and social media, the
world is changing and becoming more intelligent and interconnected. People are becoming to
enjoy this intelligent digital life. These phenomena have become a driving force towards new
digital era.

Nowadays Big Data is highlighted as a key area in IT industry. It is a new, growing and evolving
market. It accelerates a new business model to develop new services. However, it is challenging
for managing large amounts of data including storage and tools.

Social media has created Big Data which is beyond the ability of typical database software tools
to capture, store, and analyze. Businesses firms are challenged by Big Data because it grows so
large that they become awkward to work with using on-hand database management tools.
However, it has big potential that it can generate significant value across sectors, such as
healthcare, retail, manufacturing, public sector, etc.

The richer applications of mobile devices (called ‘mobile apps’) are one of the fastest growing
fields in the IT industry. Unlike traditional cellular phones, today’s smartphones are mainly used
for Infotainment which is to share information (i.e., social media and geographic location
services) and to enjoy entertainment (i.e., games and sports).
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This paper presents the richer understanding of Big Data and its Analytics as a new frontier in
data management. We also attempt to build our own social media analytic platform and then
apply it to the financial sector as a case study.

New Paradigm in IT

There are fundamental shifts in the IT industry including mobile cloud computing and smart
devices with social media. Mobile Cloud Computing is new generation of business infrastructure
environment [1]. It supports new business models, such as user-driven purchase and click install
on any device [2]. It also creates new service deployment models by enabling lower total own
cost (TCO), scalability and short time-to-usage. This platform uses the concept of Grid [3]. The
Grid [4] is to build virtually a supercomputer to connect many networked computers and then to
aggregate resources (i.e., CPUs, storage, power supplies, network interfaces, etc) for utilizing
them collectively.

Mobile Cloud Computing has been made possible by the shift to Internet technologies that are
built on web-based standards and protocols [5]. It is a form of virtualization which involves data
outsourcing with no up-front cost and provides just-in-time services. It is a model for enabling
ubiquitous, convenient, on-demand network access to a shared pool of computing resources [6].
So it can be rapidly provisioned with minimal management effort or service provider interaction.
It also provides resources over the Internet on demand and eliminates the cost for in house
infrastructure. The key drivers for cloud computing are bandwidth increase in networks, cost
reduction in storage systems, and advances in database.

Mobile Cloud Computing has three typical types of business models [7]; Software as a Service
(SaaS), Platform as a Service (PaaS), and Infrastructure as a Service (IaaS). In SaaS, customers
can use applications, but cannot control operating system, hardware or network infrastructure
which are running. In PaaS, customers can use hosting environment (i.e., servers) as well as their
applications, but still cannot control operating system, other hardware and network
infrastructure. In laaS, customers can use the fundamental computing resources, such as
processing power, storage, network components. And also they can control operating system,
storage, deployed applications and possibly networking.

Another area of distinctive growth in IT ecosystem is social media [8][9][10][11] with smart
devices, such as smartphones and tablets. It is becoming a new way of life to the people, such as
multi real-time access behavior of customers.

Social media today is emerged as a new communication platform [12]. According to IBM [13],
more than two billion Internet users and 4.6 billon mobile phones are in the world. Facebook has
more than 500 million users and created 30 billion pieces of content every month. And about 340
millions of data every day in Twitter are exchanged.

Today, there are many types of social media services (SMS) [14], such as personal, status
updates, location, content-sharing, and shared-Internet services. First, the Personal SMS allows
users to create online profiles and connect with other users, with focusing on social relationships
(i.e., friendship). It often involves users sharing information, such as one’s gender, age, interests,
and employment. Second, the Status SMS provides users to post short status updates in order to
communicate with other users quickly like Twitter [15] and are designed to broadcast
information quickly and publicly. Third, the Location SMS is designed to broadcast one’s real-
time location, either as public information such as Foursquare and Google Latitude, using GPS-
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based networks. It is growing in popularity. Fourth, the Content-sharing SMS is designed as
platforms for sharing content, such as music, photographs and videos example YouTube and
Flickr. Fifth, Shared-interest SMS 1is to share information within a specific group of people.
These incorporate features from other types of social media but are slanted toward a subset of
individuals, such as those with similar hobbies, educational backgrounds, political affiliations
etc. An example of this type of site is LinkedIn, which is geared towards professional network.

Big Data and Analytics

Bid Data as New Norm

Nowadays Big Data is newly spotlighted with the popular use of social media, such as Twitter,
Facebook, and Flickr, in the business world. Then, what is Big Data? There is no single
definition of Big Data until now. Manyiaka et al. [16] defines that Big Data refers to datasets
whose size is beyond the ability of typical database software tools to capture, store, manage, and
analyze. IDC [17] defines Big Data that Big data technologies describe a new generation of
technologies and architectures, designed to economically extract value from very large volumes
of a wide variety of data, by enabling high-velocity capture, discovery, and/or analysis.

As for me, Big Data is the tidal wave of data from the cloud computing and social media. It is a
dataset whose size is beyond the ability of typical database software tools to capture, store,
manage, analyze, and visualize. Related to the size of database of Big Data, its definition varies
by industry sectors from few dozen tera bytes (TB) to multiple peta bytes (PB). Big Data volume
is expanding due to the increase of social media, online data collection and location data. It is
also accelerated with the usage of sensor-enabled devices.

There are some myth and truth of Big Data as follows. First, related to its definition, Big Data
refers to a really large scale data. Yes, it may be right. Bur more important thing is that Big Data
refers to a really difficulty of data processing instead of amount itself. Another thing is that more
large data can get more insight. However, instead of that, the good choice of meaningful data is
more important. I often hear that Big Data analysis refers to the analysis of social data. But social
media analysis is a key part of Big Data analysis, not a whole.

Big Data Analytics

Big Data Analytics [18][19] is newly spotlighted that the field can be a clue to solve the
economic and social issues. Positioning system functions in the path or destination to move to
the smartphone, Internet search history or search pattern can be analyzed and used to investigate
the history of the credit card, it is possible to analyze individual consumption patterns.
Computational capacity and a wide range of smart devices and the Internet penetration is
increasing, ranging from the activities of the individual to society as a whole, the data became
available, collect data analysis methodology development coupled with a rapidly growing trend.
The IT companies Such as Google, Amazon, Facebook and IBM, are entering competitively in
this market. According to McKinsey study [16], Big Data Analytics with metrics has huge
potential such as impressive as 60% improvements in Retail operating margins, 8% reduction in
(US) national healthcare expenditures, and $150M savings in operational efficiencies in
European economies.
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A Case Study of Social Media Analytics

Background

This case study focuses on social media data within the financial services markets context. The
amount of information publically available from social media makes it a very rich source for
analysis. For the purposes of our study we will be focused on collecting data from three primary
sources, Facebook, Twitter, and YouTube. Each of these sites has an open API that will allow us
to collect information and store it in a database for analysis.

Social media analytics is a field to collect, analyze and report social media for better decision-
making. For example, the company will capture consumer data from social media to understand
trends, to predict customer behavior, and to identify the primary influencers within specific
social network channels. In this section, we will build a simple platform for social media analysis,
and then apply it to the US financial sector.

If you're building an in-house social media capability—whether in an agency or corporate
environment—your needs for social media monitoring and analysis are a bit different from other
companies. The basics of collecting data and generating metrics and reports are the same, but
hands-on workgroups have special requirements.

On some level, many social media analysis companies can help you build your own capabilities.
The nearly ubiquitous interactive dashboard is a hands-on tool for clients who want to interact
with the data, but they're a better fit for individual analysts. Some companies really focus on
developing platforms for companies building their own capabilities.

Building a Platform for Social Media Analytics Platform
Figure 1 show our own platform for analyzing social media. It includes a viewer (presentation

layer), an analytic layer (i.e., analytic tools), a database layer (i.e., data warehouse), and a data
collection layer (i.e., data grabber).

Figure 1: Social Media Analytic Platform
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Analytic Tools and Data Collection

We are using social media dashboard software known as BlitzMetrics [20]. This software allows
us to begin the capture of information from the identified sources and create a dashboard for
simple metrics. The system captures information reported by social media sites and stores them
into a database. The portal then displays the information in an easy to use dashboard.

Individual data from posts, likes, shares and interactions, as well as tweets, followings and
replies are collected and reported daily. This data can then be aggregated and analyzed across a
number of industries, groupings and predefined segments. In some cases, highly granular
information regarding the individuals (e.g. gender, location, age) who interact with the entities
can be extracted; however, this granularity is dependent on the information provided by the user
in their profiles.

Since the system collects data using pre built code in C# and records the information in an open
source database, MySQL, we are able to query data for more detailed analysis and import the
information into statistical packages such as RapidMiner [21] and R. By utilizing this direct
access we are able to perform time based analysis, i.e. examine interactions over a period of time,
as well as perform textual and sentiment analysis of the content posted by users. Furthermore, we
intend to conduct a network analysis using a tool such as Gephi, which will enable us to examine
the role of influencers within a given network.

Currently, the database provided by Blitz contains over a terabyte of information, but our current
financial dashboard is a very small fraction. As time progresses, we will continue to collect data
Figure 2 shows its sample for collecting 19 financial companies in Fortune 500 companies in US.
We daily are monitoring and capturing social media data from Facebook, Twitter, and Youtube
from our partner.

Figure 2: A Dashboard of Financial Sector

Figure 3 shows the detailed message data we captured using data grabber we developed. In the
future, we will analyze these data using text mining technique.
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Figure 3: Social Media Message Data

Analyzing Social Media Data

Figure 4 shows the analysis of social media data we collected. It is the high-level analysis result
that how many fans, likes, and engagement have each financial company. In the first graph (a),
Capital One and American Express show distinctive peaks in ‘Fans’. In the second graph (b),
Bank of America and Wells Fargo show the highest in ‘Likes’. Finally, in the third graph, Citi,
Chase, and Morgan Stanley show much attractive in ‘Engagement’. Although this graph is just
shown a comparison diagram using raw data, we can get some meaningful information. That is,
these three components (fans, likes, and engagement) are not much correlated. However, we
need to drill down and analyze these graphs for more better information. We are still working for
developing a model to analyze in depth.

Fans Likes Engagement
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Figure 4: Analysis of Social Media Data

Figure 5 shows another visualization of ‘Engagement Rate’ in the 19 financial companies.
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Figure 5: Analysis of Engagement in Financial Sector

CONCLUSIONS

Until now, we discuss new business environment including cloud computing, social media, and
Big Data. We also attempted to build a simple social media analytic model and then applied it to
a financial sector as an empirical test.

Big Data integration and predictive analytics can help overcome the challenges of managing in
an environment where increasing rates of change and business model innovation are the new
normal. An effective strategy will recognize the importance of Big Data and include an
investigation of the requirements to ingest, index, and integrate structured and unstructured,
streaming and static data from a variety of sources.

The future research will develop a theory of data analytics and build a generalized model for
analyzing Big Data (unstructured data) in several industry sector, and then integrated with
traditional data (structured data) . This process will contribute for better decision-making.
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ABSTRACT

The purpose of this study is to understand and assess the current level of development in
analytics within organizations and their future aspirations. An analysis of how the current and
future aspirations across the several areas comprising analytics evolve over time is also
presented. It is based on data obtained from a series of intensive workshops held by IBM with
potential clients over 2009 - 2011. The results show significant differences across industries and
geographies, and demonstrate an evolutionary path from information foundation, through trusted
information and data governance, culminating in analytics and optimization.

INTRODUCTION

Analytics is a strategic business area within IBM as expressed by their Smarter Analytics
approach that offers a broad, integrated portfolio of information and analytics capabilities,
spanning software, hardware and services. The indicated benefit for organizations is better and
faster decisions, and process automation.. Since 2009, IBM has offered workshops for
organizations to analyze, strategize, and plan for investments in analytics. Initially, these
workshops were called Information Agenda Roadmap Workshops. Starting in 2011, essentially
the same workshop was also offered, targeted at functional divisions of an organization, and
these were called Functional Assessment workshops. Through each engagement, IBM gathered
extensive details on their clients’ current maturity capabilities and future goals, as well as their
recommendations for clients’ information agenda. For each workshop, a summary presentation
was prepared for the client and saved. From these documents, a data base was developed that
contains data related to a capability analysis and assessment for each workshop. The purpose of
this research is to analyze the analytics capability assessment data to determine if there are
differences across organizations in terms of geography, industry, and time, and to see if it yields
any insight into the evolution of analytics strategy over time of organizations in this area.

DATA COLLECTION AND METHODOLOGY
The data captured for each workshop contains a record index number, the organization’s

Account name, the Workshop type, an Industry code (16 categories), a Geography code (7
categories), the Year of the workshop, 12 numerical values on a 0 to 10 scale evaluating the

2013 Northeast Decision Sciences Institute Annual Meeting Proceedings  April 2013 Page 70



current (As Is) maturity level, aspirations (To Be, or 2B), and the difference between these (Gap)
in four areas: Define and Govern (DG), Analytics & Optimization (AO), Trusted Information
(TI), and Information Foundation (IF). For short we will call these the 12 Capability Measure
values. A series of questions was used to determine the As Is, or maturity scores, over the four
capability areas. The subcategories defining each of the four areas are given as Table 1: The
data were collected from organizations all over the world over a three-year time frame (2009 -
2011). The data formats were standardized and researchers gathered as much as possible in the
English language.

A total of 771 records were collected, with 393 having usable data for the analysis. Extensive
procedures were followed to clean and validate the data prior to analysis. It is important to note
that the data set is a representative sample of organizations working with IBM and is not a
random sample of organizations in the marketplace. However, given the sample size and the
diversity of the organization size, industries, and geographies represented, the data present a
good picture of the current state of analytics.

After some preliminary analysis, the 16 industry codes were reduced to ten industry sectors:
Banking, Insurance, Telecom, Government, Healthcare, Industrial, Retail, Consumer Products,
Travel & Transportation, and Energy & Utilities/Media & Entertainment. Similarly, the seven
geographic codes were reduced to six geographies: North America, Western Europe, Central &
Eastern Europe & Middle East & Africa (CEE/MEA), Latin America, Japan, and Asia Pacific.

Univariate analysis was employed to understand the basic relationships across the data, followed
by regression analysis. All analyses were performed using IBM SPSS software.

Table 1: Subcategories Defining Each of the Four Analytics Capability Areas

Define & Govern
= Strategy - capture, integrate, process information
= Architecture — document standards, policies & principles
= Stewardship — data governance and definitions
= Processes — data flow and quality control
Analytics & Optimization
= Business Intelligence & Performance Management — access to analyze, tailor &
deliver timely, reliable forecasts, plans, reports, queries
= Advanced Analytics — statistical modeling and data mining to find patterns &
probabilities to make predictions on future events
Trusted Information
= Information Integration — extract, capture changed data, transform information
* Information Quality — monitor, standardize, match, accurate data
= Master Data Management — consistent view of entity, authoritative & trusted source of
information
= Business Process Management — automate response to business events
= Records Management — retain, archive or delete data for compliance
Information Foundation
* Data Management — access, scale, flexibility and optimal query performance
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= Metadata Management — establish, publish, maintain central repository of data
= Content Management — capture, store, manage, deliver unstructured data
= Records Management — retain, archive or delete data for compliance

Workshop Type

UNIVARIATE ANALYSIS

A one-way ANOVA was performed to determine if the differences between the mean values of
each of the 12 capability categories are statistically significant between the two types of
workshops (Information Agenda Roadmap and Functional Assessment, with 324 and 69 records,
respectively). The results show (not reported here) that they are not for any of the 12 categories
(using a cutoff of p = 0.10). In other words, in all 12 categories, the means are not significantly
different, suggesting that the workshops have comparable capability measure values, and so it
makes sense to combine all of the workshops and analyze them together. Thus, we conclude that
the Workshop Type does not seem to have a significant effect on the Capability measure values.

Differences by Year

Table 2: 12 Capability Measure Comparisons by Year

Year Modified DGAsIs | AOAsIs | TIAsls | IFAsls | DG2B | AO2B | TI2B IF2B | DGGap | AOGap | TIGap | IFGap
Mean 2.715 3.098 2.46| 2534| 6.445| 6.47| 6.170| 6.478 3.67| 3.433| 3.810| 3.830
2009 N 55 53 53 54 41 40 40 41 41 40 40 41
Std. Dev. | 1.2297| 1.2741| 1.004| 1.0978(1.1901| 1.224|1.2447|1.2308| 1.322| 1.3534| 1.3498]|1.4122
Mean 2.550 2.083 1.75| 2129 6.648| 5.81| 5.193| 5.653 409| 3.745| 3.468| 3.543
2010 N 92 90 92 91 91 89 91 90 92 90 92 91
Std. Dev. | 1.4295| 1.3386| 1.145| 1.2619|1.9269| 1.747[1.8892| 1.9768| 1.882| 1.8157| 1.8281( 1.8666
Mean 2.723 2.145 202 2.328| 6.798| 6.26| 5.515| 5.714 407| 4.123| 3.498| 3.385
2011 N 243 243 243 244 243 243 243 244 243 243 243 244
Std. Dev. | 1.4699| 1.2362| 1.280| 1.3661 1.6319| 1.863| 1.9033| 1.8172| 1.535| 1.6335| 1.4287|1.3932
Mean 2.681 2.262 201| 2310| 6.723| 6.18| 5.507| 5.783 403| 3.958| 3524| 3.472
Total N 390 386 388 389 375 372 374 375 376 373 375| 376
Std. Dev. | 1.4274| 1.3063| 1.230| 1.3106| 1.6678| 1.786| 1.8560| 1.8159| 1.607| 1.6658| 1.5277| 1.5254

*Column variable means were significantly different at the 0.10 level.
**Column variable means were significantly different at the 0.05 level.

***Column variable means were significantly different at the 0.01 level.

Our finalized data had one record with a year of 2012, and it had a date of January 4.
Since there was only one record, and it was only 4 days after 2011, we combined it with the 2011
workshops, calling the adjusted variable “YearModified”.
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Table 2 shows the means of the 12 Capability measures values for each year (2009, 2010,
and 2011), and the columns where the three means are significantly different at the 0.01, 0.05,
and 0.10 levels are marked with asterisks, based on a One-Way ANOVA. Figure 1 shows these
means graphically. When a transition from 2009 to 2010 is statistically significant, the 2009 bar
is dark, and when a transition from 2010 to 2011 is significant, the 2011 bar is dark. In all of the
results described below, if numbers are used, they correspond to changes that were statistically
significant at the 0.10 level (using t-tests).

Each of the four areas displayed different patterns over the 2009 — 2011 time frame. In
Analytics and Optimization, self-reported As Is maturity dropped 33% from 2009 to 2010, then
came back up a little (for an overall decrease of 31% from 2009 to 2011), while To Be
aspirations dropped 10%, then bounced back up 8% (for a slight decrease from 2009 to 2011),
resulting in the Gap increasing some, then by 10%, for a total increase of 20% from 2009 to
2011.

For Trusted Information, we observed a pattern similar to that of Analytics &
Optimization, except that the gap changes were not significant. In particular, As Is maturity
dropped 29% (2009 to 2010), then increased 15% (2010 to 2011), for an 18% decrease from
2009 to 2011, while To Be aspirations dropped 16%, then came back a little (for an 11%
decrease from 2009 to 2011), but the Gap changes were not significant over any time interval.
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For Information Foundation, the changes over time were less pronounced, and the
changes from 2010 to 2011 not significant. In particular, the As Is maturity dropped 16%, then
came back up a little, while To Be aspirations dropped 13% and came back up a little (for an
overall decrease of 12% from 2009 to 2011), with the Gap decreasing 11% from 2009 to 2011
(but the single-year Gap decreases were not significant).

Define and Govern generally remained stable over the three year time frame. The only

significant change was an increase of 11% in the Gap from 2009 to 2011 (As Is maturity went
down a little, then came back up a little, while To Be aspirations increased a little each year).
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Industry Differences

Table 3: 12 Capability Measure Comparisons by Industry Group

Industry Grouping DGAsIs | AOAsIs | TIAsls | IFAsIs DG2B AO2B TI2B IF2B DGGap | AOGap | TIGap IFGap
ok ok ok *
Mean 2.9688| 2.5005| 2.2804| 2.4413| 6.0375| 6.0545| 5.4625| 5.8783| 3.0688| 3.5541 | 3.1821 3.4370
Telecom N 24 22 24 23 24 22 24 23 24 22 24 23
Std. Dev. | 1.90148 | 1.47151| 1.63119 | 1.70018 | 2.22140 | 2.47304 | 2.80881 | 2.54147 | 1.29697 | 1.49392 | 1.56524 [ 1.47819
Mean 2.2063| 1.8812| 1.6563| 2.3063| 6.3750| 5.6250| 5.0125| 5.5000| 4.0906| 3.8094 | 3.2906 3.2781
Energy & N 16 16 16 16 16 16 16 16 16 16 16 16
Utility/Media
& Entertain Std. Dev. | .82823| .92680 ( 1.05449 | 1.75821 | 1.82227 | 1.54121 | 1.89803 | 2.08455 | 1.60522 | .96957 | 1.30438 | 1.19540
Mean 2.7542 | 2.3627| 2.0645| 2.3101| 6.7407| 5.9988| 5.3457| 5.5671| 3.9870| 3.6103( 3.3241 3.2707
Banking/ N 84 82 83 84 81 80 81 82 81 80 81 82
Financial Std. Dev. | 1.45485| 1.38473 | 1.19747| 1.17604 | 1.95287 | 1.89399 | 1.68018 | 1.64812 | 1.80620 | 1.69998 | 1.34808 [ 1.26603
Industrial Mean 3.1417 | 2.1861| 2.2458| 2.6000| 6.9104| 6.4683| 5.7098| 6.2509| 3.7687| 4.2970( 3.4640 3.6472
(incl Life Sci/ N 53 54 53 53 53 54 53 53 53 54 53 53
Pharma) Std. Dev. | 1.47126 | 1.25670| 1.37178 | 1.65767 | 1.19153 | 1.72771| 1.82911 | 1.72088 | 1.65768 | 1.83820 | 1.68425 | 1.70565
Mean 24591 2.0341| 1.8894| 1.9152| 6.5891| 6.2078| 5.7094| 5.6906| 4.1269| 4.1715( 3.8554 3.7815
Government N 66 66 66 66 64 64 64 64 65 65 65 65
Std. Dev. | 1.63803 | 1.20055 | 1.33141 | 1.15894 | 1.55789| 1.71772| 1.71813 | 1.81648 | 1.48432 | 1.61269 | 1.31696 | 1.48943
Mean 2.7000| 2.5263| 2.1421| 2.7632| 6.8368| 6.4684| 5.5368| 5.8526| 4.1368| 3.9421 | 3.3947 3.0895
Travel & N 19 19 19 19 19 19 19 19 19 19 19 19
Transport. Std. Dev. | 1.11654 | 1.26660 | 1.10369 | .91846 | 1.39611 | 1.50483 | 1.45801 | 1.55326 | 1.65268 | 1.68599 | 1.35338 [ 1.55274
Mean 2.2105| 2.0326| 1.7407| 1.9988| 6.4579| 6.1605| 4.9211| 5.3211| 4.2921| 4.3474| 3.3579 3.3289
) N 43 43 43 43 38 38 38 38 38 38 38 38
Retal Std. Dev. | 1.11278| 1.18155| 1.13096 | 1.12834 | 1.95180| 1.75738 | 1.86492 | 1.90705| 1.47032 | 1.65672 | 1.33024 | 1.51442
Mean 2.2696| 2.3288| 1.7783| 2.1352| 6.9084| 6.7400| 6.0967| 6.3172| 4.6228 | 4.4112| 4.3183 4.1820
Consumer N 25 24 24 25 25 24 24 25 25 24 24 25
Products Std. Dev. | 1.20678 | 1.28816 | 1.09500 | 1.01412| 1.15536 | 1.87113 | 2.06012 | 1.91653 | 1.19289 | 1.46489 [ 1.57061 | 1.79422
Mean 2.9438| 2.5889| 2.1500| 2.6693| 7.4088| 6.0575| 5.7950| 6.1050| 4.4481| 3.6313| 3.6600 3.3763
N 44 44 44 44 40 40 40 40 40 40 40 40
nsurance Std. Dev. | 1.23685| 1.55721 | 1.07520 | 1.28063 | 1.27198 | 1.56466 | 1.67607 | 1.42234 | 1.65899 | 1.54541 | 1.80609 | 1.53573
Mean 2.8938| 2.2925| 2.0100| 2.3731| 6.3947| 5.8320| 5.1320| 5.1920| 3.4413| 3.5867| 3.1213 2.7940
Healthcare N 16 16 16 16 15 15 15 15 15 15 15 15
Std. Dev. | 1.24390] 1.13682 | .82430] 1.09360| 1.54776| 1.63382 | 1.92293 | 2.01632 | 1.33563 | 2.11149 | 2.24925| 1.83800
Mean 2.6811| 2.2617| 2.0137] 2.3099| 6.7230| 6.1780| 5.5070| 5.7830| 4.0342| 3.9576| 3.5238 3.4721
Total N 390 386 388 389 375 372 374 375 376 373 375 376
Std. Dev. | 1.42737 | 1.30628 | 1.22966 | 1.31061 | 1.66779 | 1.78639 | 1.85599 | 1.81594 | 1.60686 | 1.66581 | 1.52774 | 1.52544
*Column variable means were significantly different at the 0.10 level.
**Column variable means were significantly different at the 0.05 level.
***Column variable means were significantly different at the 0.01 level.
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Table 3 shows the mean values of the 12 Capability measure values in each of the 10
Industry groups. The columns marked with asterisks indicate Capability measure categories
where the differences in the means are significant at the 0.01, 0.05, and 0.10 levels. This
occurred in only 4 of the 12 categories (DGAslIs, IFAsls, DGGap, and AOGap).

Figure 2: As Is Maturity by Industry Grouping
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In the two As Is categories with significant differences (Define and Govern and
Information Foundation), no individual industry group stood out as high or low, but they
clustered into two groups, as shown in Figure 2. The mean of the high group was 23% higher
than the mean of the low group for Define and Govern, and 24% higher for Information
Foundation.

Figure 3: Maturity Gaps by Industry
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In the two Gap categories with significant differences (Define and Govern and
Information Foundation), as shown in Figure 3, the Consumer Products mean was highest, and
was significantly higher than the mean of all the other industries together (16% higher for Define
and Govern, and 22% higher for Information Foundation). For the Define and Govern Gap, the
Telecommunications mean was lowest, and significantly lower than the mean of all the others
(by 25%). For the Information Foundation Gap, Healthcare was lowest, and significantly lower
than all of the others (by 20%).
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Geographical Differences

Table 4: 12 Capability Measure Comparisons by Geographic Cluster

Geographic Area DGAslIs | AOAsIs | TIAsls | IFAsls DG2B AO2B TI2B IF2B DGGap | AOGap | TIGap IFGap
- * ok o ok ok ok - ok ok ok ok
Mean 2.3614 1.8607 | 1.5171| 2.1759| 5.9000| 5.0407| 4.3393| 4.8724| 3.5386| 3.1800| 2.8221 2.6966
CEE/ N 29 27 28 29 29 27 28 29 29 27 28 29
MEA Std. Dev. 1.19678 98051 | .79569 [ 1.47470| 1.35620] 1.56310| 1.42396 | 1.76330 | 1.40240| 1.49145] 1.33053| 1.18698
Mean 3.2240 2.2680| 1.9333| 2.5760| 7.8333| 6.9375| 6.4000| 6.9250| 4.5396| 4.8104 | 4.4870 4.3188
Latin N 25 25 24 25 24 24 23 24 24 24 23 24
America Std. Dev. 1.62821| 1.42762]1.07892| .90013) 1.27507 ) 1.68415| 1.66187 | 1.63581 | 1.68452 | 1.74293 [ 1.66687 | 1.22002
Mean 2.4217 2.1973| 1.8928| 2.1128| 6.2762| 5.9821| 5.3976| 5.5857| 3.8512| 3.8686| 3.5244 3.4952
Asia N 90 90 90 90 84 84 84 84 84 84 84 84
Pacific Std. Dev. 1.48009 | 1.24892 1.25623 | 1.37886 | 1.94085 [ 1.86729 | 2.11899 | 1.96623 | 1.57799| 1.36145| 1.47680 | 1.33698
Mean 2.5631 22431 2.0649| 2.2474| 6.9972| 6.4450| 5.7284| 5.9814 | 4.4276| 4.2352( 3.7134 3.7389
North N 171 170 171 171 166 165 166 166 166 165 166 166
America Std. Dev. 1.42122 | 1.32464] 1.29928 | 1.25865 | 1.56617 | 1.64606 | 1.74370| 1.69730| 1.66025 | 1.74849 | 1.58385| 1.68103
Mean 29824 2.2949| 1.9700| 2.5327| 6.6021| 5.4340| 4.9833| 5.3830| 3.6449| 3.1365( 3.0571| 2.8312
West. N 51 49 50 49 48 47 48 47 49 48 49 48
Europe Std. Dev. 1.11709| 1.32226] 1.08256 | 1.39693 | 1.43978 | 1.85546 | 1.89920 | 1.96251 | 1.33464 | 1.63921 | 1.38022 | 1.45356
Mean 3.7478 3.0167| 2.8667| 2.9583| 6.5826| 7.0542| 5.9333| 5.8750| 2.8348| 4.0708 | 3.0667 2.9167
N 23 24 24 24 23 24 24 24 23 24 24 24
Japan Std. Dev. 1.31490 | 1.40238]1.14119]1.22116] 1.56660 | 1.52458 | 1.35186 | 1.28275| .89423 | 1.35116 | .95082 .70320
Mean 2.6828 2.2620| 2.0145| 2.3120| 6.7276| 6.1812| 5.5084| 5.7851| 4.0369| 3.9605( 3.5243 3.4720
Total N 389 385 387 388 374 371 373 374 375 372 374 375
Std. Dev. 1.42879| 1.30796] 1.23113] 1.31166 | 1.66764 [ 1.78775] 1.85830| 1.81792 | 1.60812 | 1.66706 | 1.52975| 1.52748

*Column variable means were significantly different at the 0.10 level.

**Column variable means were significantly different at the 0.05 level.
***Column variable means were significantly different at the 0.01 level.

In the results of a 1-Way ANOVA, the means in a/l 12 Capability measure value

categories were found to be significantly different at the 0.10 level (shown with asterisks in
Table 4). Based on independent-sample t-tests, the more detailed results that follow were also
significant at the 0.10 level. Figure 4 shows the means graphically.
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Figure 4: Capability Measure Means by Geographical Area
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Central and Eastern Europe, the Middle East, and Africa (CEE/MEA) was below all other
geographical areas by 13-26% in 10 of the 12 Capability Measure areas (all except As Is
maturity in Define & Govern and Information Foundation).

Japan was 23-32% higher than all other areas in As Is maturity in all four areas, 13%
above the rest in Analytics & Optimization To Be aspirations, 46% below the rest in its
Analytics & Optimization Gap, and 20% below the others in its Information Foundation Gap.
Latin America was 13-22% above the rest in its To Be aspirations in all four areas, 22% above
the rest in Define & Govern As Is maturity, and 23-30% above the others in 3 of the 4 (all but
Define & Govern) Gap areas. Japan and Latin America together were 19-35% above the rest in
As Is maturity in all four areas, 9-16% higher in all four To Be aspiration areas, and 14% above
the others in their Analytics & Optimization Gap.

PREDICTIVE MODELS

As shown above, levels of analytics maturity vary widely from organization to
organization. Realistically, the analytics maturity of an organization has many determinants, and
it reflects the combined effects of all of them.

Here, we explore the variations in analytics maturity by first formulating models that link
measurements of analytics maturity to their determinants. We then apply regression analysis to
estimate such models.
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In the present context, we first assume that organizations develop analytics capabilities
when such capabilities are expected to be worthwhile. We assume that the environment in which
an organization functions has influenced its perception of the value of analytics capabilities and
its decision to acquire such capabilities. In this analysis, we use industrial classification,
geographical location, and year of assessment to capture the general characteristics of an
organization’s environment.! These are the same characteristics that we explored in the previous
section on univariate analysis.

The assessment of an organization’s analytics capability may well vary across its
employees as areas of knowledge and interest vary by employee. To accommodate the
possibility that the process of sampling employees differed systematically by type of workshop
used to collect data, we include an indicator for workshop type in our model explaining the
reported measures of an organization’s analytics capability.

In the data at hand as described above, organizations have assessed analytics capability in
four distinct areas: information foundation (IF), data governance (DG), trusted information (T1),
and analytics and optimization (AO). To the extent that there is a natural developmental
sequencing of these areas in the process of attaining analytics capability, a good model of
analytics capability should reflect such sequencing. Here, the words of Davenport et al. (2010;
19) guide us: “good data is a prerequisite for everything analytical.”® Our interpretation of these
words is that acquiring data (IF) is necessarily first, while refining the data and setting up rules
concerning its use (DG and TI), in order to make it “good”, come next. Using the data for
analytics and optimization (AO) is the destination of the path.

With this view, we propose that maturity in data governance and maturity in trusted
information each require maturity in information foundation, while maturity in analytics and
optimization requires maturity in all of the other three areas (information foundation, data
governance and trusted information).

Taken in combination, these ideas imply the following equations:

IFAsls = f(industry, geography, year, type of workshop)

DGAsls = f(industry, geography, year, type of workshop, IFAsls)

TIAsls = f(industry, geography, year, type of workshop, [FAsIs)

AOAsls = f(industry, geography, year, type of workshop, I[FAsls, DGAsls, TIAsls)

' These general characteristics broadly reflect differences in production technology, market structure, economic
development in the homeland, and cyclical circumstances. More detailed characteristics of organizations are
unfortunately not available in the data set.

? Thomas H. Davenport, Jeanne G. Harris, and Robert Morison. (2010). Analytics at Work: Smarter Decision, Better
Results. Boston, Mass.: Harvard Business Press.
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In addition to assessing existing analytics capabilities, organizations in our data set
express medium-term aspirations for future analytics capabilities. Here, in our model for an
aspirational (*To Be”) analytics capability, we assume that the aspiration for analytics capability
in an area is influenced by the existing capability in that area, along with existing capabilities in
any developmentally-prerequisite area(s). For reasons similar to those expressed above, we
believe that industrial classification, geographical location, year of assessment and workshop
type may also be factors in influencing aspirations for analytics capabilities. Altogether, these
ideas imply the following equations:

IF2B = f(industry, geography, year,type of workshop, I[FAsls)

DG2B = f(industry, geography, year, type of workshop, [FAsls, DGAsIs)
TI2B = f(industry, geography, year,type of workshop, IFAsls, TIAsls)
AO02B = f(industry, geography, year, type of workshop, [FAsls, DGAsls, TIAsls, AOAsls)

For simplicity, we assume that the functional form of the relationship between the
dependent (left-hand side) and independent (right-hand side) variables is linear, with a stochastic
error term that is identically and independently distributed. We apply an ordinary least squares
regression technique to estimate the coefficients of each linear relationship. Tables 5 and 6
present the estimation results for current (“As Is”) and aspirational (“To Be”) analytics
capabilities, respectively.

The estimation results largely support our hypothesized path for the development of
analytics capabilities. According to Table 5, organizations have significantly higher current
capability in DG and TI, the higher their capability in IF: all other things being the same, the
assessments of capability in DG and TI are .65 and .68 points higher, on average, for every point
higher the assessment of capability in IF. As might be expected, variation in current capability in
AO, the ultimate goal of the process, is more significantly linked to variation in current
capabilities in the intermediate stages (DG and TI) of development, rather than variation in
current capability in the initial stage (IF) of development. All other things being equal, for every
additional point of capability in Tl (DG), the assessment of capability in AO is on average .55
(.17) points higher. The differential in impact between capabilities in Tl and DG is statistically
significant (p=.000).

The results presented in Table 6 show somewhat similar tendencies concerning
aspirations for analytics capabilities. Organizations have significantly higher aspirations for
capability in DG, the higher their current capability in IF, all other things being equal. However,
the same cannot be said about aspirations for capability in Tl. The results do suggest that
organizations have significantly higher aspirations for capability in AO, the higher their current
capability in TI, all other things being the same. However, the current capability in DG appears
to have no significant effect on the aspiration for capability in AO.
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Indicators of industrial classification, geographical location, year of assessment and
workshop type serve primarily as control variables. However, some of the significant findings
are worth mention.

Findings of significant differences by geographical location are rather numerous in
Tables 5 and 6. In the case of geography, we have used dummy variables to highlight
differences between North America and five other locations: Japan; Asia Pacific; Western
Europe; Latin America; and Central/Eastern Europe, the Middle East and Africa (CEEMEA).
From Table 5, we see that all other things being equal, organizations in Japan tend to assess
current analytics capability in all areas except AO as significantly higher than organizations in
North America. All other things being equal, organizations in Latin America tend to assess
current capability in DG as significantly higher, but current capability in Tl as significantly
lower, compared to otherwise-similar organizations in North America. Organizations in Western
Europe and CEEMEA also tend to assess current capability in TI as significantly lower in
comparison to otherwise-similar North American organizations.

From Table 6, we see that aspirations for analytics capabilities are significantly lower in
all four areas for organizations in both Western Europe and CEEMEA, compared to similar
North American organizations. Aspirations for capabilities in select areas are also significantly
lower in Japan (IF and DG) and Asia Pacific (DG), but significantly higher in Latin America (IF,
Tl and AO). While one might speculate that these findings are linked to global differences in
cultural perspective, political stability, and/or economic history and development, definitively
naming the source of the difference is beyond the scope of this analysis.

In the case of industry, we have used dummy variables to highlight differences between
retail and nine other industries: industrial products; insurance; banking and financial markets;
telecommunication; energy, utilities, media and entertainment (EUME); government; healthcare;
consumer products; and travel and transportation. All other things being equal, organizations in
industrial products, insurance, telecommunications, and travel and transportation industries
report significantly higher capability in IF, while organizations in industrial products,
government and consumer products have significantly higher aspirations for capability in IF, in
comparison to otherwise-similar organizations in other industries. Organizations in industrial
products, banking and financial markets, telecommunications, government and healthcare
industries report significantly higher capability in DG, while organizations in the insurance
industry have significantly higher aspirations for capability in DG, compared to otherwise-
similar organizations in other industries.

Fewer significant differences exist across industries in the other two areas of analytics
capabilities. Organizations in telecommunications report significantly greater capability in TI,
while organizations in government and consumer products industries have significantly higher
aspirations for capability in TI, in comparison to otherwise similar organizations in other
industries. In the area of AO, no significant differences exist across industries between
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otherwise-similar organizations, in either current capabilities or aspirations for capability.
Where findings of significant differences do exist across industries in IF, DG and TI, they may
well stem from industry differences in regulation, production technology, competitiveness of
market, sensitivity to business cycle fluctuations, et cetera. Again, definitively naming the exact
sources of differences is beyond the scope of this analysis.

With respect to year of assessment, we have used dummy variables to highlight
differences between 2010 and each of the years immediately preceding and following 2010.
Surprisingly, perceptions of existing capabilities in IF, TI and AO are significantly higher in
organizations assessed in 2009, compared to otherwise-similar organizations assessed in later
years. However, organizations assessed in 2011 have significantly higher aspirations for
capability in AO, compared to otherwise-similar organizations assessed in earlier years. These
significant differences could stem from organizations’ growing awareness of the potential value
and challenges of handling “big data”.

No statistically significant differences exist between organizations participating in the
two different types of workshops (Enterprise Roadmap or Functional Area Assessment) used in
the collection of these data.

2013 Northeast Decision Sciences Institute Annual Meeting Proceedings  April 2013 Page 82



Table 5: Regression Estimation Results for “As Is” Capability Measures?®

IFAsIs DGAsIs TIAsIs AOASsIs

Constant 1.936 9237 372" 6617
onstan (.000) (.001) (.063) (.007)

. 573" 594" 144 -.306
Industrial Plus (.034) (.010) (.400) (.137)
Insuran 7197 339 -.009 144
surance (.010) (.158) (.960) (.496)
o 381 368 219 .084

Bank & Financial (.125) (.084) (.163) (.655)
Telecom 599" 660" 430" -123
(.086) (.027) (.052) (.647)

, 444 -123 -132 -.002
Energy/Media (.246) (.706) (584) (.994)
Government -.097 365" 242 -125
v (.706) (.097) (.136) (521)
Healtheare 388 601 -.031 -071
(.313) (.068) (.898) (.806)
Consumer Products 136 .051 -.048 238
" " (.678) (.856) (.817) (.338)
. 7217 -.051 -.071 220

Travel & Transportation (.0 45) (.86§*)* (75 4*) (.415)
J 544 712 316 271
apan (.064) (.006) (.090) (.233)
Asia Pacifi -.237 -.051 -.144 .007
sta Factlie (.192) (.742) (210) (.960)
Western Eur 247 176 -.275 091
estern Lurope (.247) (.335) (.041) (576)
Latin Ameri 332 516" -326" -.037
a eriea (.243) (.034) (.075) (.866)
-214 -.255 -532 .007

CEEMEA (431) (274) (.002) (.974)

109 452 -.200 358 682

(.046) (.301) (.013) (.000)
d11 138 -.059 048 -.062
(.422) (.684) (.655) (.630)
Roadma -.152 -.081 -014 016
P (.440) (629) (911) (.916)
650 680 -.016

TFAsls (.000) (.000) (.791)
DGASIs Iee
TIAsIs '(5830)
AOAsIs
Adjusted R-square .042 414 .568 463

F-statistic 1.994™ 16.1777 29.042"" 17.409™
N 388 387 385 382

& P-values are in parentheses below estimated coefficients. *** indicates significance at a 1% level, ** indicates
significance at a 5% level, and * indicates significance at a 10% level.
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Table 6: Regression Estimation Results for “To Be” Capability Measures®

IF2B DG2B TI2B AO2B
Constant 35337 5.005 3.609" 46247
ons (.000) (.000) (.000) (.000)
. 704 158 512 327
Industrial Plus (.025) (.608) (113) (.338)
Insurance .200 574" 458 -.305
v (.544) (.076) (.176) (.390)
o .166 203 130 -.336

Bank & Financial (562) (472) (.661) (.283)
Tel 549 -.238 358 -.249
clecom (.166) (541) (.383) (.569)

, 205 071 172 -232
Energy/Media (.635) (.865) (.697) (.616)
G ¢ 557" 041 589" .065
overnmen (.064) (.889) (.057) (.841)
Health -528 -.622 -.088 -536
caltheare (.237) (.156) (.847) (.266)
c Product 9277 438 1.025 483
onsumer Froucts (.014) (.231) (.008) (.235)
. 194 259 324 122

Travel & Transportation (.633) (514) (.436) (.780)
Japan -.629 -1.250"" -.395 -.061
P (.055) (.000) (.242) (.866)
Asia Pacifl -.335 -7017 -120 -.302
sta Factlie (.106) (.001) (.570) (.175)
Western Eurone -903™" -.6437 -6937" -1.084™"
urop (.000) (.007) (.006) (.000)

Latin America 6917 293 9107 7017
! ! (.032) (.354) (.007) (.050)
-1.1017" -1.063"" -.846" -1.0397"

CEEMEA (.000) (.000) (.008) (.002)
109 214 -341 201 -.050
(.446) (.216) (.488) (.873)

di1 .057 264 115 427
(.766) (.158) (.557) (.039)

Road 359 272 -.105 175
oadmap (.101) (.204) (.639) (.460)
7847 1627 012 -.129

TFAsIs (.000) (.024) (.892) (178)
4607 014

DGAsls (.000) (.866)
8327 243"

TIAsls (.000) (.046)
5427

AOAsIs (000)
Adjusted R-square .388 .300 373 276
F-statistic 14.110™ 9.398™" 12.564"" 76747

N 374 373 371 368

& P-values are in parentheses below estimated coefficients. *** indicates significance at a 1% level, ** indicates
significance at a 5% level, and * indicates significance at a 10% level.
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SUMMARY AND CONCLUSIONS

The results show significant differences in analytics maturity and aspirations across time,
industries, and geographies. Over time, AO maturity dropped and then rebounded, while TI
dropped and then partially recovered. The banking, insurance, health care, industrial, travel and
transportation, and telecom industries had higher average maturity for DG and IF as compared to
all industries. Consumer products had high gaps in DG and IF, while telecom had a low DG gap
and health care had a low IF gap. Concerning geography, CEE/MEA was lower than all other
regions in nearly all capability areas. Japan had the highest maturity and had high aspirations in
AO, while Latin America had high aspirations in all four areas.

Regression models were developed to determine if maturity and aspirations in each of the
four areas (DG, AO, TI, and IF) follows an evolutionary path, in that acquiring data (IF) is
necessarily first, while refining the data and setting up rules concerning its use (DG and TI)
comes next, with AO the final destination. The estimation results largely support our
hypothesized path for the development of analytics capabilities.

The findings from this paper provide an assessment of the current level of development in
analytics within organizations and their future aspirations. They highlight the areas requiring
analytics investment if organizations wish to improve their capabilities to remain competitive.

ACKNOWLEDGEMENT
The authors would like to acknowledge and thank IBM for supporting this research, and would

especially like to recognize Carolyn Martin, Will Reilly, Michele Shaw and Rebecca Shockley of
IBM for their assistance and contributions.

2013 Northeast Decision Sciences Institute Annual Meeting Proceedings  April 2013 Page 85



RISKS AND BENEFITS OF BUSINESS INTELLIGENCE IN THE CLOUD

Christina Tamer?, (617) 287-7720, christina.tamer@gmail.com
Mary Kiley', (617) 287-7720, mkiley265@yahoo.com
Noushin Ashrafi', (617) 287-7883, noushin.ashrafi@umb.edu
Jean-Pierre Kuilboer!, (617) 287-7868, jeanpierre.kuilboer@umb.edu

1 University of Massachusetts Boston, Management Science and Information Systems
Department, 100 Morrissey Blvd,
Boston, MA, 02125 United States of America

ABSTRACT

The new phenomenon of business intelligence (BI) is transforming the way businesses handle
data. Bl environments require a large capital layout to implement and support the large
volumes of data as well as massive processing power, which inflicts tremendous pressure on
corporate resources. In recent years, cloud computing has made Bl tools more accessible, but
Bl in the cloud comes with a number of risks and vulnerabilities; most notably threat to
security. This paper presents the benefits and risks of using Bl in the cloud and discusses the
necessary precautions that should be taken prior to transitioning to cloud computing.

Keywords: business intelligence, cloud computing, risks and benefits, big data, saas.

INTRODUCTION

Traditional decision support systems have evolved to more complex solutions that support
structured and unstructured data at all managerial levels and business processes [1]. Business
intelligence (BIl) refers to the organizational ability that captures internal and external
information and converts them into knowledge. The assimilated knowledge is then used to
develop new opportunities towards achieving competitive advantage. Bl is indeed
revolutionizing decision making and information technology across all industries. This
phenomenon is largely due to the ever-increasing availability of data. The explosive volumes
of data are available in both structured and unstructured formats, and are analyzed and
processed to become information within context hence providing relevance, and purpose to
the decision making process [2]. Bl provides both information and knowledge that leverage a
variety of data sources. Knowledge is derived from information but is more robust as it offers
“justified beliefs about relationships relevant to the decision,” [2, p. 5]. Bl enables decision
makers to optimize business resources, increase efficiency, reach goals, and identify areas for
growth. Reaping the core benefits of Bl requires technical and conceptual integration, which,
in turn, increases the complexity of data management and storage [3],[4]. The financial and
organizational burden of Bl solutions may easily override the benefits they offer. “In many
cases, the integrated infrastructures that are subject to Bl have become complex, costly, and
inflexible.” [4]

Traditionally, Decision support systems tools reside on-premises. However, due to the
increasingly digital presence of data [2 p. 262] many Bl vendors are offering tools on the
cloud. BI solutions based on Cloud Computing, called “Cloud BI” or “Bl services on
demand” are becoming increasingly popular and considered as one possible remedy to the
restrains caused by BI solutions [4], [5], [2]. Cloud computing presents a model that provides
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on demand access to software and hardware resources with minimal management efforts. The
main features of cloud computing are: [6], [7], [8]

-Virtual, dynamic, scalable and massive infrastructure;

- Shared, configurable, flexible, dynamic resources;

- Accessible via internet from any device;

- Platform with minimal management or self-management;

The Cloud computing environment enables Bl tools to be distributed as a service, more
commonly known as Software as a Service (SaaS). SaaS is often called software “on
demand” and has become a popular delivery model for business applications. Such models
are data-centric and hosted in the cloud, making them accessible via a web browser. Most
enterprise software companies now have several SaaS offerings on the cloud. SaaS is more
robust and inclusive than Infrastructure as a Service (laaS) or Platform as a Service (PaaS).
Given the increasing popularity of cloud computing and the importance of choosing the
appropriate BI tool, it is crucial to better understand the nature of cloud computing and
examine the benefits and risks of using Bl tools on the cloud.

Cloud computing is a virtual environment which gives users the facility to access computing
power to which they might not otherwise have access due to financial or organizational
limitations. Cloud computing, sometimes called “a field within service computing,” is a
cross-discipline that bridges the gap between business and IT services. This discipline aims to
enable IT services and computing technology to perform business services more efficiently
and effectively [9]. In technical terms cloud computing includes service oriented architecture
(SOA) and virtual applications of both hardware and software. Cloud computing shares its
resources among a cloud of service consumers, partners, and vendors. By sharing resources at
various levels, this platform offers various services, such as an infrastructure cloud, a
software cloud, an application cloud and a business cloud [10]. For those of less technical
backgrounds, the cloud is similar to a “computer co-op.” It enables entities to pool their
resources to improve the business process at reduced capital costs. It also allows entities to
outsource the information technology responsibilities, thus allowing the organization to focus
on its core competencies. In essence, cloud computing provides large data centers at a low
cost due to their expertise in organizing and provisioning computer resources.

While utilizing cloud computing delivers a number of benefits, enterprises that consider the
use of the cloud in their environment should ponder upon the potential risks as well. Business
must work with legal, security, and assurance professionals to ensure that the appropriate
levels of security and privacy are achieved [6]. As pointed out by Gartner, “Organizations
potentially can gain a competitive or cost advantage through selective adoption of cloud
computing, but not without first taking a comprehensive look at the associated risks, ensuring
that they are consistent with business goals, along with the expectations of regulators,
auditors, shareholders and partners. It is especially challenging to understand the risks
associated with cloud computing ....” [9, page 2].

One of the biggest issues facing cloud computing is data security. For many mission-critical
computations, cloud computing may be ill-advised because shared resource environment of
cloud computing introduces unexpected side channels (passively observing information) and
covert channels [11]. Other issues such as reputation fate sharing, which allows cloud users
to take advantage of security best practices delivered by expertise at major cloud providers
while at the same time a single disrupt can affect many users [12]. There is little doubt that
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Cloud computing is viewed as a “target rich” environment for those wishing to do harm.
Cloud users face security threats both from outside and inside the cloud. Many of the security
issues involved in protecting clouds from outside threats are similar to those already facing
large data centers. In the cloud, however, this responsibility is divided among potentially
many parties, including the cloud users, the cloud vendor, and any third-party vendors that
users rely on it for security-sensitive software or configurations.

In this paper we address benefits and risks of Bl on the cloud and suggest some precautionary
undertakings for organizations that would like to invest in cloud computing to achieve the
ultimate goal of any modern business; gain economic advantage, but are weary of security
risks.

The following sections discuss how cloud computing can improve Bl, followed by what the
main risks are. The discussion concludes with final considerations for managers when
choosing a Bl vendor and an overview of the implications for vendors themselves.

BENEFITS OF BUSINESS INTELLIGENCE ON THE CLOUD

When looking into practicalities of moving Bl into the cloud we should first consider
potential benefits and then examine the risks involved. In what follows we discuss the
benefits.

Increased Elastic Computing Power

Computing power refers to how fast a machine or software can perform an operation. Hosting
Bl on the cloud means that the computing power, or processing power, depends on where the
software itself is hosted, rather than the on-premises hardware. Cloud computing has become
very popular over the last few years and is “hailed as revolutionizing IT, freeing corporations
from large IT capital investments, and enabling them to plug into extremely powerful
computing resources over the network,” [12]. As the volume of data increases to
unprecedented levels and the growing trend of “Big Data,” becomes a norm rather than an
exception more and more businesses are looking for Bl solutions that can handle gigabytes
(and eventually terabytes) of data [13].

The cloud lets users avoid the necessity to upgrade the computing power of their on-premise
systems in order to use BI. Instead, it allows BI users to call on increased computing power
as needed. The cloud’s flexibility allows Bl users to instantly scale computing activities up or
down depending on the project at hand [14]. This benefit of elastic computing power is
advantageous in “the face of changing conditions,” [12]. Project sizes vary greatly and the
flexibility in computing power is appealing for companies with fluctuating and growing data
sources.

Potential Cost Savings

Pay-as-you-go computing power for Bl tools has the potential to reduce costs. A user on the
cloud only has to pay for whatever computing power is needed. Computing needs could vary
considerably due to seasonal changes in demand or during high-growth phases [12]. This
makes IT expenditure much more efficient.

The reduction of costs is particularly attractive for startups looking to use BIl. Research by
Gartner indicates that cost models can be cheaper over the first five years, as a direct
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consequence of adopting the cloud. Long-term cost reductions are more difficult to quantify,
but include the potential for reduced personnel costs and reduced IT support costs [15].

Regardless, any potential cost savings can be significantly beneficial to both Bl vendors and
users. For some vendors, cost is the “No. 1 reason that broader deployments [of Bl are]
blocked,” [16]. On the other hand, new and independent Bl cloud vendors like LogiXML and
Jaspersoft enjoyed good sales in recent years, with cost being the primary reason for
customer adoption [17].

Easy Deployment
The cloud makes it easier for a company to adopt a Bl solution and quickly experience the

value. Managers will see results quickly and increased confidence surrounding the success of
the implementation. Deployment requires less complicated upgrades for existing processes
and IT infrastructure [18]. The development cycle is much shorter, meaning that the adoption
of Bl does not have to be a drawn out process, thanks to the elimination of “complicated
upgrade processes and IT infrastructures demanded by on-premises Bl solutions,”[15].

Supportive of Nomadic Computing
Nomadic computing is “the information systems support that provides computing and

communication capabilities and services to users, as they move from place to place,” [19]. As
globalization continues to dominate all industries, nomadic computing services and solutions
will grow in demand. It also allows employees and Bl users to travel without losing access to
the tools.

The increasing number of global businesses, international offices, and remote teams, means
that on-premises software can often be irrelevant or difficult to maintain. It is important for
companies to use the same solutions internally, and it may be impossible to deploy the same
on-premises solution across countries depending on the vendor. Globalized businesses will
increasingly require Bl solutions that are “more Web 2.0 and collaborative than Excel,” [13]
in order to work effectively and uniformly across offices. The cloud makes it possible for a
company to deploy a uniform solution around the world.

RISKS OF BUSINESS INTELLIGENCE ON THE CLOUD

Despite the numerous benefits of adopting cloud-based business intelligence, there are many
risks. The following is a discussion of the risks cloud-based Bl presents, with a particular
emphasis on security.

Security Risks

Today, security and privacy may represent the biggest risks to moving services to external
clouds [20]. According to a survey of Chief Information Officers and IT specialists, 75% of
respondents consider security as the number one risk of cloud computing integration with Bl
[5]. Using BI on the cloud poses significant security risks. “Since Bl and analytics are data-
intensive, there [is] a lot of nervousness about relying on outside cloud providers handling
massive amounts of corporate data,” [21]. With cloud computing, data is stored and delivered
across the Internet. Since the location of data is unknown and not controlled by the owner of
the data, there is a good chance that several competitors’ data and applications reside on the
same resources environment. In this multi-tenant environment, it may be very difficult to
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have the level of isolation and associated guarantees that are possible with an environment
dedicated to a single customer [9].

As a result, there are many risks surrounding the loss or compromise of data. Data hosting
may be untrusted or unsecure, with the potential for data leakage [22]. There is significant
potential for a data breach or data loss, potentially compromising customer or otherwise
confidential data. If there is potential for a data breach, an organization using cloud BI runs
the risk of damaging the bottom line and its reputation [12].

As noted before, when putting data onto an external server and outside of the user’s direct
control, there’s no way avoiding confidentiality risks” [23]. Encryption is a viable option, but
it is the responsibility of the user to ensure that data is appropriately encrypted on the cloud.
Any cloud technology require the process of virtualization: housing several different data sets
and sources on a single piece of hardware. The practice of virtualization actually presents
opportunities for highly technical security breaches, as data is stored forever, even when its
index is deleted [22].

Slow Data Breach Recovery

When data is hosted outside a company’s direct control, the likelihood of a data breach
remains high, but the recovery is more difficult due to the dependence on a third party.
Timely and appropriate response to a data breach is crucial for customer retention. However,
if the BI user does not know where the data is actually stored and processed (possibly outside
the country), it is difficult to respond quickly, remedy the problem, and provide customers,
clients, and employees with the answers they need in regards to privacy or accessibility.

Cloud BI Availability Is Determined By External Factors

Using Bl on the cloud relies on the third party’s server availability, rather than on-premises
availability. A user is “gambling that your data will be available when you need it when you
put it in the cloud, betting that the availability won’t be eroded by network outages, data
center outages and other single points of failure,” [23]. If there is a failure, the Bl user could
lose access, visibility or control of its data [22].

Potential Compromise of Core BI Capabilities

Traditional, on-premises Bl solutions offer full control and high-touch data integration. Data
integration capability, one of the four core Bl capabilities, is crucial to defining a successful
and robust Bl solution. The cloud presents the potential for compromised data, metadata, and
application integration, according to Boris Evelson of Information Management [13]. Bl tools
must offer the “capability to import/export metadata so that business and technical metadata
can be integrated and reused with other enterprise applications,” [13]. Further, the import
mechanism should be conducive to unstructured and structured data types that already exist
within the organization. Since cloud BI solutions are often separate from the rest of the
organization’s IT, there is risk for incompatibility with other enterprise applications.

Costs Are Difficult To Quantify

Cost benefit analyses for business intelligence are difficult, even more so with cloud
solutions. Despite the presumed short-term cost savings and increased efficiency, “long-term
savings from SAAS lie in reduced IT support costs and other factors,” [15] and are much
more difficult to quantify without a control study. Gartner analyst James Richardson laments
that returns on investment in cloud-based Bl solutions have not been fully proven nor yet
measured [21].
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Changing and Controversial Regulatory Environment

Using the cloud to store and compute data complicates regulation, as there is increased
likelihood of cross-border data storage and access. Brad Smith, General Counsel and Senior
Vice President, Legal and Corporate Affairs at Microsoft, explained the implications of the
Cloud Computing Advancement Act, legislation proposed to Congress by Microsoft to “build
confidence for consumers and enterprises in the cloud,” [14]. The proposal asks Congress to
modernize laws regarding the cloud to promote privacy and security. Other legal frameworks,
like Stop Online Piracy Act (SOPA) and the Protect IP Act (PIPA, are highly controversial
and also have the potential to affect cloud computing, security, and data regulation. Both Bl
vendors and users need to understand how government legislation affects them and act
accordingly.

The industry is young, and the regulatory environment is changing. Currently, there is a lack
of standards across independent vendors. As the industry matures, standards will rise and
vendors and managers alike will learn important lessons. As a result, appropriate regulation
will follow. Anyone involved in cloud-based Bl should actively monitor and participate
where possible in the legislative process surrounding the topic.

PRECAUTIONARY REMARKS FOR CLOUD BI

Prior to embarking on a cloud transition, the organization should utilize the concept of the
“trusted computing platform.” This notion is similar to the value chain concept; the
organization must establish long term relationships based on trust with the entities of the
cloud. More specifically, all parties should be confident and assured that the cloud user is
responsible for application-level security. It is imperative to the integrity of the organization
that users within their cloud come from the trusted computing platform. In addition it must be
mandated that all participants of the trusted computing platform implement a security
mechanism on this platform to achieve the privacy and security individually. As a benefit to
the organization, the cloud provider implements the physical security, in addition to enforcing
external firewall policies. However the security for intermediate layers of the software stack
is shared between the user and the operator.

As described, clouds are comprised of and configured with multiple entities. Among them are
a great number of users with their own goals and behaviors. As with any pre-employment
hire, or business partnership, due diligence should be conducted with all entities involved
with the cloud relationship. In addition, different users have different security needs, so good
design would offer a choice of security levels and security mechanisms. It is also
recommended that those who use/access the organization’s information (data) should be
classified into several classes or groups and access control criteria for each should be
implemented. That being said, despite the classified access and no matter how robust the
security system, the cloud is only as secure as its weakest link. It is the ethos of a
cybercriminal to identify the vulnerabilities of an entity’s security system and to exploit it.

The lack of security associated with just one single entity within the cloud threatens the entire
cloud in which it resides. If all participants of the cloud do not practice adequate security
measures, it is almost certain the cloud will become a high-priority target for cybercriminals.
More disturbing, and as determined by the inherent nature of the cloud’s architecture, clouds
offer the opportunity for simultaneous attacks to numerous sites. As a result without proper
security, hundreds of sites could be comprised through a single malicious activity.
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In addition to operating on a trusted computing platform, Gartner Research [9] has identified
seven cloud-computing security risks, which should be analyzed by an organization in an
attempt to mitigate risks when embarking on the cloud. First and foremost, it is recommended
that organizations get as much information as possible about the people who manage the
organization’s data. It is also recommended that providers supply specific information on the
hiring and oversight of privileged administrators, and the controls over their access.
Organizations must be aware of cloud computing providers who refuse to undergo traditional
external audits and security certifications, learn from providers if they will commit to storing
and processing data in specific jurisdictions, and whether they will make a contractual
commitment to obey local privacy requirements on behalf of their customers. Another
important consideration is the attention to lost data and service in case of a disaster, as any
offering that does not replicate the data and application infrastructure across multiple sites is
vulnerable to a total failure.

Intel [7], [20] embarks on a high level cloud computing strategy taking advantage of SaaS for
applications where there are clear benefits. However, they are very cautious about the type of
applications suitable for external cloud. In fact, they use internal cloud for applications that:

- deliver competitive advantage

- are mission-critical

- are core business applications

- contain sensitive data

- are affected by network latency or bandwidth

CONCLUSION

Cloud computing promises significant benefits, but today there are security and several other
barriers that prevent widespread enterprise adoption of an external cloud. In addition, the cost
benefits for large enterprises have not yet been clearly demonstrated. A recent study [24]
shows that 71% of the organizations consider Cloud Computing a realistic technological
option, 70% believe that it would lead to increased business flexibility, 62% consider that it
would speed up response to market conditions, and 65% consider that it would lead to
increased focus on the main aspects of business.

Although the concept of the cloud is alluring to many organizations, the venture poses risks
and vulnerabilities relating to organization’s data, personnel, reputation and existence. Some
experts believe that threats to an organization’s viability increase exponentially with exposure
in the cloud computing environment.

If after weighing the risks and rewards of embarking on the cloud, an organization deems it a
worthy endeavor, it is imperative that the organization be diligent in mitigating the risks. As
outlined in this paper this can be accomplished by operating on a trusted computing platform,
conducting due diligence on the entities with whom the organization will be engaged,
preparing for a disaster with an investigative protocol, and ensuring that data will be
recoverable in the event the cloud “vaporizes.”
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It would be further suggested that if an organization embark on cloud computing, that it
initially be selective concerning the types of data it relinquishes to the cloud. That data which
is deemed proprietary and relevant to the organization’s core competencies should remain in
house. Just as an organization would not “outsource” its core competencies, nor should the
organization “outsource” the information relative to its core competencies.

The impact of cloud computing to an organization’s bottom line could be extremely
beneficial or detrimental, all of which is incumbent upon the preparation, planning and
implementation of the process. It is hoped this paper provided some insight into the
magnitude of the undertaking such an organizational decision will carry.
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ABSTRACT

The objective of this paper is to benchmark the performance of twelve publicly owned managed care
organizations against one another for the period 2009 to 2011. In this paper, we use data envelopment
analysis, an operations research technique, to benchmark the performance of twelve publicly managed
care organizations. Data envelopment analysis clearly brings out the organizations that are operating
more efficiently in comparison to other firms in the industry. Data envelopment analysis also points out
the areas in which poorly performing firms need to improve.

Keywords: Health Care, Data Envelopment Analysis

INTRODUCTION

Healthcare represents the largest sector of the US economy. According to the Centers for Medicare &
Medicaid Services (CMS), a division of the US Department of Health and Human Services, total
healthcare spending reached $2.59 trillion in 2010—$8,402.00 per capita—and 17.9% of the gross
domestic product (GDP). The US government estimated that figure rose by 4.4% to $2.71 trillion, or
17.7% of GDP, in 2011.

Until late 2007, a confluence of trends helped the managed care industry thrive: a strong economy,
pricing discipline, moderating medical cost trends, enrollment gains (including an influx of Medicare
and Medicaid beneficiaries into private managed care programs), geographic expansion, and ongoing
consolidation. Disciplined control of administrative functions—including above-average cost cuts and
information system upgrades—was another positive driver. With the onset of economic crisis that began
in December 2007, unemployment rates rose until October 2009 before trending down, albeit slowly.
This rise in unemployment created obstacles to growth for managed care organizations, as commercial
membership rolls dropped meaningfully. The rise in the number of uninsured people (16.3% of the US
population for the year ended 2010, according to the US Census Bureau) has been an increasing burden
on US society. Medicare funding for physicians and hospitals was poised to run out by 2017 (healthcare
reform has extended its solvency to 2029), and national health expenditures continue to account for a
growing share of US gross domestic product (GDP).

The objective of this paper is to benchmark the performance of twelve publicly owned managed care

organizations against one another for the period 2009 to 2011. In this paper, we use data envelopment
analysis, an operations research technique, to benchmark the performance of twelve publicly managed
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care organizations. Data envelopment analysis clearly brings out the organizations that are operating
more efficiently in comparison to other firms in the industry. Data envelopment analysis also points out
the areas in which poorly performing firms need to improve.

This study is important for several reasons. Firstly, due to new health care reform legislation being
introduced in the economy, the economic and operating environment for the large managed care
organizations (MCOs) is less favorable than in recent years. Secondly, due to new legislation several
drivers of cost and revenue in the health care industry will change and will impact the profitability of
managed care organizations. Healthcare cost expansion in aggregate appears to have ceased moderating,
the unemployment rate is up significantly (though it has recently started a gradual uneven decline), and
government funding has been rising at a slower pace. With healthcare reform, the government radically
changes the way MCOs operate. Although it provides funding to help subsidize the purchase of
insurance by those in need (a positive for health insurers), it also imposes prohibitions on certain long-
standing insurance industry practices designed to improve profitability and will exact fees from the
insurers to help pay for the reforms. Furthermore, the growth in commercial market (i.e., employer-
sponsored health insurance) has been stagnant. Therefore, it is important to benchmark the performance
of these large managed care organizations to evaluate their performance against one another during the
post-recession period.

The rest of the paper is organized along the following lines. In section Il, we provide a review of
previous studies. Section 111 discusses the model that we use in this study. Section IV discusses the data
and methodology used in this study. In section V, we provide an empirical analysis of our results.
Section VI summarizes and concludes our study.

LITERATURE REVIEW

Use of data envelopment analysis to analyze financial statements has been illustrated in some previous
academic studies. Feroz, Kim, and Raad (2003) illustrate the use of data envelopment analysis to
evaluate the financial performance of oil and gas industry. Edirisinghe and Zhang (2007) develop a data
envelopment analysis model to evaluate a firm’s financial statements over time in order to determine a
relative financial strength indicator that can predict firm’s stock price returns. Zhu (2000) uses data
envelopment analysis to develop a multi-factor financial performance model that recognizes tradeoffs
among various financial measures. Kao and Liu (2004) compute efficiency scores based on the data
contained in the financial statements of Taiwanese banks. They use this data to make advanced
predictions of the performances of 24 commercial banks in Taiwan. Pille and Paradi (2002) analyze the
financial performance of Ontario credit unions. They develop models to detect weaknesses in Credit
Unions in Ontario, Canada. Yasar and McCure (1996) use data envelopment analysis for measuring and
assessing the financial performance for hospitals. They compute a financial performance index (FPI) as
a measure of aggregate financial performance. They show that financial performance index across many
financial ratios eases the comparison of an individual hospital with its peers. Halkos and Salamouis
(2004) explore the efficiency of Greek banks with the use of a number of suggested financial efficiency
ratios for the time period 1997-1999. They show that data envelopment analysis can be used as either an
alternative or complement to ratio analysis for the evaluation of an organization's performance. The
study finds that the higher the size of total assets the higher the efficiency. Neal (2004) investigates X-
efficiency and productivity change in Australian banking between 1995 and 1999 using data
envelopment analysis and Malmquist productivity indexes. It differs from earlier studies by examining
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efficiency by bank type, and finds that regional banks are less efficient than other bank types. The study
concludes that diseconomies of scale set in very early, and hence are not a sufficient basis on which to
allow mergers between large banks to proceed. Paradi and Schaffnit (2004) evaluate the performance of
the commercial branches of a large Canadian bank using data envelopment analysis. Chen, Sun, and
Peng (2005) study the efficiency and productivity growth of commercial banks in Taiwan before and
after financial holding corporations' establishment. They employ a data envelopment analysis approach
to generate efficiency indices as well as Malmquist productivity growth indices for each bank. Howland
and Rowse (2006) assess the efficiency of branches of a major Canadian bank by benchmarking them
against the DEA model of American bank branch efficiency. Sufian (2007) uses DEA approach to
evaluate trends in the efficiency of the Singapore banking sector. The paper uses DEA approach to
distinguish between technical, pure technical and scale efficiencies.

Sanjeev (2007) evaluates the efficiency of the public sector banks operating in India for a period of five
years (1997-2001) using DEA. The study also investigates if there is any relationship between the
efficiency and size of the banks. The results of the study suggest that no conclusive relationship can be
established between the efficiency and size of the banks. Lin, Shu, and Hsiao (2007) study the relative
efficiency of management in the Taiwanese banking system through DEA. The goal is to estimate the
competitiveness of each bank and managerial efficiency is to show the efficiency variation of each bank
through Malmquist index. Bergendahl and Lindblom (2008) develop principles for an evaluation of the
efficiency of a savings bank using data envelopment analysis as a method to consider the service
orientation of savings banks. They determine the number of Swedish savings banks being "service
efficient™ as well as the average degree of service efficiency in this industry.

As illustrated above, there is no study that specifically deals with the managed health care industry. This
study extends previous literature by analyzing the performance of the managed health industry at a point
in time when the industry is the focus in the United States.

MODEL

The Data Envelopment Analysis Model:

The Data Envelopment Analysis (DEA) (Charnes et al., 1978) is a widely used optimization-based
technique that measures the relative performance of decision making units that are characterized by a
multiple objectives and/or multiple inputs structure. Data envelopment analysis is a technique used to
assess the comparative efficiency of homogenous operating units such as schools, hospitals, utility
companies, sales outlets, prisons, and military operations. More recently, it has been applied to banks
(Haslem, Scheraga, & Bedingfield, 1999) and mutual funds (Haslem & Scheraga, 2003; Galagedera &
Silvapulle, 2002; McMullen & Strong, 1998; Murthi, Choi, & Desai, 1997). It is a powerful technique
for measuring performance because of its objectivity and ability to handle multiple inputs and outputs
that can be measured in different units. The DEA approach does not require specification of any
functional relationship between inputs and outputs, or a priori specification of weights of inputs and
outputs. DEA provides gross efficiency scores based on the effect of controllable and uncontrollable
factors.

The DEA methodology measures the performance efficiency of organization units called Decision-

Making Units (DMUSs). This technique aims to measure how efficiently a DMU uses the resources
available to generate a set of outputs. The performance of DMUs is assessed in DEA using the concept
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of efficiency or productivity defined as a ratio of total outputs to total inputs. Efficiencies estimated
using DEA are relative, that is, relative to the best performing DMU or DMUs (if multiple DMUs are
the most efficient). The most efficient DMU is assigned an efficiency score of unity or 100 percent, and
the performance of other DMUs vary between 0 and 100 percent relative to the best performance.

DATA AND METHODOLOGY

We used the data available from Standard & Poor’s Netadvantage for this study. We used hree
operational efficiency variables (years 2009-11) to evaluate twelve managed care organizations. Twelve
organizations that we include in our study are: Aetna, AGP, Centene, Cigna, Coventry, Health Net,
Humana, Magellan, Molina, United Health Care, Well Care, and Well Point. ~We benchmark the
operational performance of these organizations on the basis of the following functional variables:

Return on equity - Return on Equity equals the LTM Net Income from Total Operations divided by
Common Stock Equity from the most recent balance sheet. It measures the return on each dollar
invested by the common shareholders in a company; Return on assets - Return on Assets equals the
LTM Net Income from Total Operations divided by the Total Assets from the most recent balance sheet.
A measure of profitability, ROA measures the amount earned on each dollar invested in assets; Total
Debt to Equity Ratio: A measure of a firm’s leverage and is computed by dividing total liabilities by
shareholders’ equity. A high ratio makes the firm highly risky; Total Assets Turnover Ratio: measures
the efficiency of a firm to use its assets to generate its sales; Medical Benefit Ratio: It is medical cost as
a percentage of premium revenue. The lower this ratio, the better it is for the operational efficiency of a
managed care organization.

DATA ENVELOPMENT MODEL SPECIFICATIONS FOR MANAGED CARE
ORGANIZATIONS

Besides the mathematical and computational requirements of the DEA model, there are many other
factors that affect the specifications of the DEA model. These factors relate to the choice of the DMUs
for a given DEA application, selection of inputs and outputs, choice of a particular DEA model (e.g.
CRS, VRS, etc.) for a given application, and choice of an appropriate sensitivity analysis procedure
(Ramanathan, 2003). Due to DEA’s non parametric nature, there is no clear specification search
strategy. However, the results of the analysis depend on the inputs/outputs included in the DEA model.
There are two main factors that influence the selection of DMUs — homogeneity and the number of
DMUs. To successfully apply the DEA methodology, we should consider homogenous units that
perform similar tasks, and accomplish similar objectives. In our study, the organizations are
homogenous as they are identified by NetAdvantage to be competitors. Furthermore, the number of
DMUs is also an important consideration. In addition, the number of DMUs should be reasonable so as
to capture high performance units, and sharply identify the relation between inputs and outputs. The
selection of input and output variables is the most important aspect of performance analysis using DEA.
In general, the inputs should reflect the level of resources used or a factor that should be minimized.
The outputs reflect the level of the economic variable factor, and the degree to which an economic
variable contributes to the overall strength (efficiency) of a company.
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To study the performance of the managed care organizations, we consider five factors to develop the
DEA model: return on equity, return on assets, total debt to equity ratio, medical benefits ratio, and total
asset turnover ratio. Out of these five factors, we specify total debt to equity ratio and medical benefits
ratio as input, because for a given company the lower these variables are the better the performance of
the company is. Similarly, higher total asset turnover ratio, return on equity, and return on assets imply
a better-performing company. Thus, we consider these variables as output variables. Finally, the choice
of the DEA model is also an important consideration. We should select the appropriate DEA model with
options such as input maximizing or output minimizing, multiplier or envelopment, and constant or
variable returns to scale. DEA applications that involve inflexible inputs or not fully under control inputs
should use output-based formulations. On the contrary, an application with outputs that are an outcome
of managerial goals, input-based DEA formulations are more appropriate. In addition, for an application
that emphasizes inputs and outputs, we should use multiplier version. Similarly, for an application that
considers relations among DMUs, envelopment models are more suitable.  Furthermore, the
characteristics of the application dictate the use of constant or variable returns to scale. If the
performance of DMUs depends heavily on the scale of operation, constant returns to scale (CRS) is
more applicable, otherwise variable returns to scale is a more appropriate assumption.

In our study, the comparative evaluation among the organizations is an important consideration.
Therefore, we select the envelopment models for our analysis. In addition, the outputs are an outcome of
managerial goals. Therefore, output-based formulation is recommended for our study. The objective of
the analysis is to suggest a benchmark for the MCOs, to investigate the effect of scale of operations, if
any, among the 12 organizations. Therefore, we consider variable returns to scale DEA model. Also,
the structure of the DEA model (in envelopment form) uses an equation and separate calculation for
every input and output. Therefore, all the input and output variables can be used simultaneously and
measured in their own units. In this study, we use the Output-Oriented Variables Return to Scale (VRS)
to evaluate the efficiency of 12 MCUs from 2009-2011.

EMPIRICAL ANALYSIS

Each of the MCU is a homogenous unit, and we can apply the DEA methodology to assess the
comparative performance of these organizations. This study evaluates the status of the managed care
organizations by benchmarking the relative performance of 12 organizations against each other in the
industry. Using the DEA methodology, we can calculate an efficiency score for the 12 organizations on
a scale of 1 to 100. We analyze and compute the efficiency of these organizations using the financial
statements for the years 2009-11. Table 2 illustrates the efficiency scores for the 12 organizations.
Further, we also study the peers (model organizations) for inefficient organizations.

Table 2 shows the relative performance of the MCOs benchmarked against each other. Table 2 also
shows that five out of twelve organizations were consistently 100% efficient between the years 2009-11.
Cigna, Health Net, Magellan, Molina, and Well Care are 100% efficient. On the other hand Aetna,
AGP, Centene, Coventry, Humana, United Health Care, and Well Point are inefficient. Figure 1 shows
the efficiency frontier graph of the pooled company data. The 100% efficient organizations (blue dots)
are on the efficiency frontier, whereas the inefficient organizations (red dots) are inside the efficiency
frontier. The DEA Analyzer calculates the level of inefficiency by measuring the distance between the
efficiency frontier and the inefficient organizations. Therefore, a manager can use this efficiency
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frontier to assess the relative efficiency of the firm in the industry. The DEA model compares the return
on equity, return on assets, total debt to equity ratio, medical benefits ratio, and total asset turnover ratio.

We present the 12 MCOs ranked by efficiency for the year 2011 in table 3. We find that the output
efficiency of Cigna, Health Net, Magellan, Molina, and Well Care is 100% with rank 1. On the other
hand, the output efficiency of the remaining organizations are: AGP (91%), Centene(90%), Humana
(83%), Aetna (74%), United Health Care (70%), Coventry (56%), and Well Point (46%) in
incrementing rank orders from 2 to 7. This means that the observed levels of return on equity, return on
assets, total debt to equity ratio, medical benefits ratio, and total asset turnover ratio for AGP can be
achieved with 91% of the current levels of return on equity, return on assets, total debt to equity ratio,
medical benefits ratio, and total asset turnover ratio. The same rationale applies to Centene, Humana,
Aetna, United Health, Coventry, and Well Point. Table 3 illustrates the efficiency scores and the
corresponding ranking of the pooled organizations in the year 2011. The average score is 84%, with
five organizations having efficiency levels above average while the remaining five are below the
average level. The five 100% efficient organizations turned out to be the best practices organizations
within the pooled dataset.

The best practices organizations: Cigna, Health Net, Magellan, Molina, and Well Care are 100%
efficient. As AGP, Centene, Humana, Aetna, United Health, Coventry, and Well Point are inefficient;
the next step is to identify the efficient peer group or organizations whose operating practices can serve
as a benchmark to improve the performance of these organizations.

Table 4 illustrates the peer group for the inefficient organizations.

As shown in the Table 5, Well care and Cigna serve as peer for Aetna. In addition, Aetna is more
comparable to Well Care (weight 96%) and less comparable to its more distant peer Cigna (4%).Thus,
Aetna should scale up its return on equity, return on assets, and total asset turnover ratio. Similarly,
AGP has Well Care (71%) as the closest peer that it should emulate and Health Net (29%) as the distant
peer company that can also be investigated. Similarly, Coventry is closest in terms of its input-output
mix to Well Care with 100% weight. Thus, Coventry should closely follow the policies and management
structure of Well Care to improve its efficiency. Finally, Well Care is the most efficient company among
the given pool of the organizations as not only is Well Care 100 % efficient, it also serves as a peer for
all inefficient countries. Similarly, Healthnet is the next most efficient company among the group of
organizations. Helathnet serves as the immediate peer AGP, Centene, and Humana. Finally, Aetna
serves as ditant peer for AGP. The efficient peer organizations have a similar mix of input-output levels
to that of the corresponding inefficient company, but at more absolute levels. The efficient organizations
generally have higher output levels relative to the company in question. The features of efficient peer
organizations make them very useful as role models that inefficient organizations can emulate to
improve their performance. Furthermore, Well Care serves as the immediate efficient peer for all
inefficient organizations, so its frequency of use as an efficient-peer, expressed as a percentage of the
number of pareto-inefficient organizations, is 100%. Thus, we have enhanced confidence that Well Care
is a genuinely well performing organization as it outperforms all the other organizations. Furthermore,
these organizations are more likely to be a better role model for less efficient organizations to emulate as
their operating practices and environment match the majority of the other organizations quite closely.

After calculating the efficiency of a company using DEA, and identifying the efficient peers, the next

step in DEA analysis is feasible expansion of the output or contraction of the input levels of the
company within the possible set of input-output levels. The DEA efficiency measure tells us whether or
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not a given company can improve its performance relative to the set of organizations to which it is being
compared. Therefore, after maximizing the output efficiency, the next stage involves calculating the
optimal set of slack values with an assurance that output efficiency will not increase at the expense of
slack values of the input and output factors. Once efficiency has been maximized, the model does seek
the maximum sum of the input and output slacks. If any of these values is positive at the optimal
solution to the DEA model that implies that the corresponding output of the company (DMU) can
improve further after its output levels have been raised by the efficiency factor, without the need for
additional input. If the efficiency is 100% and the slack variables are zero, then the output levels of a
company cannot be expanded jointly or individually without raising its input level. Further, its input
level cannot be lowered given its output levels. Thus, the organizations are pareto-efficient with
technical output efficiency of 1. If the company is 100% efficient but one slack value is positive at the
optimal solution then the DEA model has identified a point on the efficiency frontier that offers the
same level on one of the outputs as company A in question, but it offers in excess of the company A on
the output corresponding to the positive slack. Thus, company A is not Pareto-efficient, but with radial
efficiency of 1 as its output cannot be expanded jointly. Finally, if the company A is not efficient
(<100%) or the efficiency factor is greater than 1, then the company in question is not Pareto-efficient
and efficiency factor is the maximum factor by which both its observed output levels can be increased
without the changing its input. If at the optimal solution, we have not only output efficiency > 1, but also
some positive slack, then the output of company A corresponding to the positive slack can be raised by
more than the factor output efficiency, without the need for additional input. The potential additional
output at company A is not reflected in its efficiency measure because the additional output does not
apply across all output dimensions. Table 5 illustrates the slack values identified in the next stage of the
DEA analysis. The slack variables for 100% efficient organizations are zero. Therefore, Cigna, Health
Net, Magellan, Molina, and Well Care are Pareto-efficient as the DEA model has been unable to identify
some feasible production point which can improve on some other input or output level. On the other
hand, for Aetna, there is further scope for increasing return on assets by .24 units, return on equity by 3.0
units and decrease total debt to equity ratio by .24 units. Aetna can follow Well Care and Cigna as its
role model and emulate their policies. Similarly, AGP can increase its return on equity by 3.0 units and
decrease total debt to equity ratio by .31 units and medical benefits ratio by 1.92 units. Table 5 illustrates
the slack values of the relevant factors for inefficient organizations.

SUMMARY AND CONCLUSIONS

Traditional financial statement analysis techniques use ratio analysis to compare a firm’s performance
against its peers in the industry as well as against the company’s historical performance. On the basis of
this comparison, analyst will recommend whether the company is doing well or underperforming
relative to its peers or relative to its own past performance. DEA employs relative efficiency, a concept
enabling comparison of organizations with a pool of known efficient organizations. The DEA model
compares a firm with the pool of efficient organizations by creating an efficiency frontier of good
firms—a tolerance boundary created by establishing the efficiency of firms in terms of several sets of
financial ratios. Organizations lying beyond this boundary can improve one of the input values without
worsening the others. We found that Cigna, Health Net, Magellan, Molina, and Well Care 100%
efficient and serve as best practices organizations. On the other hand AGP, Centene, Humana, Aetna,
United Health, Coventry, and Well Point are inefficient. We also illustrate the areas in which inefficient
organizations are lacking behind efficient firms.
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We also provide an insight into the benefits of DEA methodology in analyzing managed care industry.
The managers can use a decision support system that stores the company’s historical data, competitive
firm’s data, and other industry specific data, and uses the DEA methodology to analyze their
organization’s performance. Moreover, DEA modeling does not require prescription of the functional
forms between inputs and outputs. DEA uses techniques such as mathematical programming that can
handle a large number of variables and constraints. As DEA does not impose a limit on the number of
input and output variables to be used in calculating the desired evaluation measures, it’s easier for
managers to deal with complex problems and other considerations they are likely to confront.

TABLES, FIGURES, & REFERENCES

Tables, figures, references, and full paper available upon request from the authors.
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ABSTRACT

Bryant University is currently one of only 18 schools worldwide that offers a SAS Joint Data
Mining Certificate. With the availability of very large data sets, Data Mining has become an
important quantitative skill to have in business and other fields. Bryant’s program was
successfully completed by 22 undergraduate students last year. This paper provides a description
of Bryant’s program along with the history of how the program was started and how it has
grown. We discuss the curriculum, teaching materials, the SAS collaboration and some of the
challenges which have been encountered.

INTRODUCTION

The ability to analyze large data sets has become critical with all of the data currently available
to organizations for analysis. Data mining allows the searching of these datasets for important
patterns and is used extensively in predictive modeling. Using SAS as a teaching resource in a
higher education environment has proven to be a valuable asset for the Mathematics Department
at Bryant University. Students who complete a four course sequence of classes in statistics
receive a joint certificate from Bryant and SAS. Certification is valuable to both undergraduate
and graduate students. We know that many of our students have been able to obtain internships
and full time positions because of their completion of our certification program at the
undergraduate level. At the graduate level, professionals from diverse fields may enhance their
quantitative credentials by obtaining a SAS certificate in data mining. Bryant has found that
offering a SAS certification program to students gives them a competitive differentiator as they
compete in an exploding analytical job market.
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HISTORY

The SAS Joint Data Mining Certificate program is offered by the Mathematics Department in the
College of Arts and Sciences at Bryant. The Mathematics Department was originally a
department in the College of Business initially offering required mathematics courses in
quantitative methods and statistics for business majors, and several electives including a second
applied statistics course and graduate level quantitative business courses. In the seventies, the
department offerings were increased to include other electives and also to offer a minor in both
Mathematics and Statistics. In the early 80s a major in Actuarial Mathematics was established.
This major has been very successful and has grown from its first graduating class in 1986 of 5
students to its current 172 students. Subsequent to the establishment of this major, in 2001,
Bryant College became Bryant University and the mathematics department became part of the
newly established College of Arts and Sciences. In 2007, an Applied Math/Stat major was
introduced in response to demand from current and potential student inquiries. As the programs
grew, the demand for electives grew as well. At the same time, Professor Alan Olinsky attended
a summer SAS training program in Data Mining and introduced a course in Data Mining using
SAS. This course was followed shortly by a course in SAS programming (these courses are
required by SAS for joint certification). The courses became very popular and eventually led to
the establishment of the current SAS Joint Data Mining Certificate program. The program is
offered at the undergraduate level and is completed by Actuarial Mathematics (AM) majors,
Applied Mathematics and Statistics (AMS) majors as well as Accounting, Finance, Marketing,
Management, Psychology, and other liberal arts and business majors. This past year, 22
undergraduate students earned SAS certification in Data Mining.

We are in the final stages of offering a similar certificate at the graduate level. We know that this
program will appeal to students since it has already been a huge success at the undergraduate
level. This history is important to indicate the range of students that are currently enrolled in our
program and also to differentiate our program from many of the programs that are geared to
strictly business majors.

THE CURRICULUM

The curriculum for this program has been designed in partnership with SAS, a leading provider
of data mining and business intelligence software and services. Currently, Bryant’s
undergraduate certification program is one of only 18 universities worldwide authorized to grant
a joint certificate in data mining with SAS. These programs are both graduate and undergraduate
programs.

Certification is awarded upon completion of four of the following 400 level courses.

Three required courses:

M455 SAS Programming and Applied Statistics

This course provides an introduction to SAS programming and covers the material required for

the SAS Base Programming Exam. The first part of this course focuses on the following key
areas: reading raw data files and SAS data sets; investigating and summarizing data by
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generating frequency tables and descriptive statistics; creating SAS variables and recoding data
values; sub setting data; combining multiple SAS files; creating listing, summary, HTML, and
graph reports. The second part of this course focuses on how to manage SAS data set input and
output, work with different data types, and manipulate data. Specifically, this part of the course
discusses using the DATA step to control SAS data set input and output, combine SAS data sets,
summarize data, process data iteratively with DO loops and arrays, and perform data
manipulations and transformations. This course is required for our joint certificate with SAS in
data mining. A major programming project will be required.

M460 Applied Data Mining

Employing SAS Enterprise Miner software with real-world case studies, this course introduces
students to the current theories, practices, statistical tools and techniques in “data mining,” which
embodies cutting-edge methods to reveal competitive insight, market advantage, and strategic
opportunities. This course will cover the most useful statistical tools in data mining such as
cluster analysis, logistic regression, classification trees, and neural networks. In addition, a
comprehensive real-world data project will be required along with a presentation to the class and
other interested parties of key aspects of the project with an analysis of the results.

M461 Applied Multivariate Statistics

After a brief review of multiple regression and analysis of variance, students are introduced to
multivariate statistical techniques including principal components analysis, factor analysis,
cluster analysis, discriminant analysis, logistic regression and multivariate analysis of variance.
Although this course will not be theoretical, it will provide an intuitive yet comprehensive
discussion of each of these statistical methods. The computer package SAS will be used for
analysis.

and one of the following two electives:

M470 Statistical Design and Analysis of Experiments

This course is an introduction to the design and analysis of statistical experiments. It will cover
the main elements of statistical thinking in the context of experimental design and ANOVA.
Students will learn to choose sound and suitable design structures and also how to explore real
data sets using a variety of graphs and numerical methods and analyze these data sets from
designed experiments and reach justifiable conclusions based on the analyses. This will be an
applied course and will utilize SAS software for statistical analysis.

M475 Applied Analytics using SAS

This course will include an in depth review of applied analytical approaches, challenges, and
solutions. A hands-on approach will be emphasized throughout the semester. A brief review of
analytical techniques through material covered in MATH350 or AM332 will be included, as well
as an introduction to further analytical tools such as multivariate analysis, predictive modeling,
time series analysis and survey analysis. SAS Enterprise Guide Software will be introduced and
utilized for applying hands on analysis to real world data problems.
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The proposal for the graduate program is that initially these courses would run as dual level
undergraduate/graduate courses with appropriate additional requirements for graduate students.
These additional requirements are outlined below.

Each graduate student will complete a research project during the semester. The research project
will be divided into four sections: proposal, milestone assessment, research paper (that will be
peer reviewed by the other graduate students), and a presentation. All documents during the
course of the research project will be required to follow the ACM Knowledge Discovery and
Data Mining (KDD) Conference paper format. The research project that will constitute 30% of
the final grade should have an applied focus. The research project can be developed one of two
ways.

1. Consult/collaborate with a statistician/business analyst that is working in a company and using
data mining to solve a real-world problem. The real-world problem will be the focus of the
research project.

2. Choose a data mining or other appropriate research paper and make that the focus of the
research project. The student will apply the methods discussed in the paper to a real-world data
set that can be obtained from the many data mining competition websites such as kaggle.com or
the KDD Cup website. The focus of the research project will be applying the methods of the
chosen paper to a real-world data set.

The following will be the required components of the research project.

Proposal/Milestone: The student will present a 2 page proposal of what they expect to
accomplish with the research project. The proposal will contain milestone dates to help the
student ensure benchmarks and pace themselves as the semester progresses. Projects may require
slight revisions in the goals based on the milestone dates. This will be due in the middle of the
second month of class.

Research Paper: The research paper will be a minimum of a 10 page paper that will be due one
month before the end of the semester (to allow time for a peer review and revisions).

Peer Review/Revisions: The research papers will go through a single-peer double-blind review
process by the students. Each student is required to address each reviewer’s comment and either
make suggestions based on the comments or develop a scientific reason why they should not
make changes based on the reviewer’s comments.

Presentation: A one-half day will be set aside for all graduate students (undergraduates will be
invited but it will not be required for them to attend) to make their presentations in a workshop-
type environment.
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TEACHING MATERIALS

SAS CEO Jim Goodnight believes that education is the engine of economic growth. SAS has an
education philanthropy. This philanthropy provides teaching materials to help professors
incorporate SAS into their teaching, including presentation slides, data sets and printable/editable
files of the student manual. These materials are provided free of charge, with copyright
permission for professors to use any of the content in their own class notes.

SAS also provides the software used in the classroom for no cost to students or professors. SAS
OnDemand for Academics provides an online delivery model for teaching and learning data
management and analytics. By connecting to a SAS-hosted server over the Web, users access the
analytical power of SAS software through a user-friendly, point-and-click interface.

Since we are in a higher education environment it is vital that we have an appropriate academic
textbook to accompany the SAS software. With the advancement of software it is very easy for a
student to produce output from a very complex statistical analysis. Without the appropriate
academic training a student will not know the statistical methodology behind the output, what the
output means, how to interpret the output, and the common pitfalls that need to be avoided based
on the type of statistical analysis being performed. For example, some pitfalls that often occur
with a non-academically trained analyst is not knowing and assaying the data properly. That is,
not having an intimate knowledge of the data. At a very basic level, a student must know how to
deal with missing values and outliers and how each of these types of issues can affect the model.
For instance, a decision tree can naturally handle missing values whereas a logistic regression
cannot. Logistic regression requires action to be taken on the missing values or the analyst can
produce an unexpected model. As educators in statistical higher education we are constantly
seeking how to find an appropriate balance of giving students a solid statistical background with
an appropriate academic textbook while ensuring the students have appropriate access to state-
of-the-art software and technology in order to stay competitive.

In past classes of the Experimental Design course, Math 470, JMP software has been used with
the use of an academic textbook and SAS teaching materials. JMP is statistical software created
by SAS. Pronounced as “Jump”, JMP is a tool for exploring data and interacting with it. ]MP
offers capabilities for design and analysis in a form a student can easily use. JMP allows the
student to dynamically link data and graphics allowing the students to actively manipulate
factors according to a specified design. JMP is the preferred statistical software package for the
Math 470 class. The textbook book chosen was changed because the instructor wanted to have
JMP output and results in the text to help students with running advanced topics in JMP.
Currently, the Math 470 class is using SAS Enterprise Guide for the software piece of the class.
The reason for choosing this software package is the availability of a pedagogical textbook that
has Enterprise Guide output.
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STUDENT SUCCESSES

Many of our graduates have reported that having SAS certification has greatly helped them not
only in obtaining a job but also in advancing in their field. We want to highlight two success
stories from among our first certification recipients. One of the first students to complete SAS
certification was an AM major who first used SAS for a large accounting firm working on
consulting projects for the federal government. He went on to several other positions, all
requiring the use of SAS and each with a significant salary increase. Most recently, he moved to
a position with the federal government utilizing SAS in a UNIX environment. He also is
currently teaching an introductory SAS programming class at a large university.

Another of our first certification recipients recently contacted us to inform us that she had
returned to graduate school and she feels that her SAS training is extremely helpful. She will be
taking a course titled “Using Large Databases” next semester. She also felt that having
knowledge of SAS was extremely helpful in getting her first job out of college. In her
professional work, she dealt with national survey, assessment and administrative data and she
expressed that the data mining background helped her to, in her words, “explore data to answer
tough research questions”. This led her to her current graduate work which requires the analysis
of data in relationship to educational policy. To further quote this alumna, “The Data Mining
certificate was a vital factor getting my foot through the door and exploring exciting career and
education paths I did not even know existed.”

CHALLENGES

There are a number of challenges that we have encountered as the SAS certification program has
increased in popularity. The popularity among non-math majors to obtain the SAS certification
has been steadily increasing. Two of the four classes are at full capacity for the Fall 2012
semester. It can be difficult to explain to students with non-quantitative backgrounds the
intricacies and statistical details of data mining algorithms and designed experiments. Bryant is
currently considering making the requirements to enter the four courses required for the
certification more rigorous.

While SAS OnDemand is a wonderful piece of technology it does frequently crash and freeze up
when many students are using it at the same time in class. Also, students may be working on
their local computer and not realize that they have been disconnected from the server at SAS and
so they are not able to save their latest work.

The data mining class has started to move away from using SAS OnDemand and is currently in a
pilot program sponsored by the Bryant IT department that allows students to access SAS
software on virtual machines. In addition, SAS does provide a classroom license that includes
SAS, Enterprise Miner, and Enterprise Guide at a very reasonable cost. SAS is also now beta
testing a web based interface for their SAS language. It would be expected that this would also
be provided through the OnDemand program and be free of charge for students and instructors.
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CONCLUSION

SAS Joint Data Mining Certificate program has been extremely successful at Bryant University.
While there are a few challenges as outlined above, they are greatly outweighed by the rewards.
Due to the success of the undergraduate program, the Math department is currently developing a
graduate SAS certification program. This will allow working professionals to obtain a graduate
level SAS Joint Data Mining Certification. Developing and teaching the courses for the SAS
Joint Data Mining Certificate program not only offers the students a competitive advantage but
also allows the faculty who teach the courses the ability to stay up-to-date on current statistical
technology and teach with materials other than a textbook and chalkboard. By using SAS
software and technology in the classroom we are able to bring new life to the world of statistics.
We are able to teach tried and true statistical methods such as logistic regression and factorial
designs with a ‘twist’ by being able to produce graphs and output that would not be possible in a
traditional classroom setting. Not only does the software bring life to the data and make it easier
to tell a story and make decisions with data, it allows the students to have a substantive credential
on their resume that will allow them to compete in an analytical job marketplace that shows no
signs of slowing down.
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ABSTRACT

This paper develops a comprehensive framework for the role of IT in Crisis
Compliance—the use of IT to predict crises, prevent them from occurring, prevailing
over the ones that do occur, and aiding in Post-Crisis Renewal. Theoretical perspectives
from Crisis Management, Normal Accident Theory, High Reliability Organizations, and
the Target and Shield Model will inform the analysis. Additional implications for
characterizing whether IT is the cause, prevention, or cure of the crisis, applying the
model to diverse urban areas, dealing with malevolent threats, distinguishing between
precedented and unprecedented threats, and determining the scope of the crisis will
extend the theoretical framework. Suggestions for studying Hurricane Sandy in the light
of this framework will conclude the analysis.

Keywords: Crisis Compliance, Crisis Management, Normal Accident Theory, High
Reliability Organizations, Target and Shield Model, Hurricane Sandy, Post-Crisis
Renewal.
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INTRODUCTION: THE ROLE OF IT IN CRISES

Information Technology (IT) has created both the potential for threats that can
lead to major crises, and opportunities for creating systems to help prevent crises, prevail
over crises if they do occur, and aid in Post Crisis Renewal. This paper develops a
theoretically based framework for educating individuals, organizations, and government
leaders about how to approach IT based threats and opportunities.

The paper focuses on the topic of IT and Crisis Compliance (CC), developed by
Lally [9,10]. Crisis Compliance is defined as: 1) the development of methodologies and
systems to prepare individuals, organizations and government leaders to predict, prevent
and prevail over crises, 2) the development of an awareness of IT based best practices
currently available for combating crises, 3) the development of an understanding of
newly emerging technologies, their vulnerabilities that could make them crisis prone as
well as their potential for combating crises, 4) the development of an understanding of
the obligation of individuals, managers and government leaders to make use of these
technologies in an appropriate manner, and 5) the development of an understanding of
how IT based systems aid in Post-Crisis Renewal (PRC)—the restoration of well being
and culture in the wake of a crisis.

Crisis Compliance argues that if the proper methodologies are used, then
individuals, organizations and governments will have fulfilled their obligations to their
stakeholders and be free from unfair criticisms and potential lawsuits. Crises are
resulting in an increasing number of lawsuits resulting in large financial settlements and
even manslaughter convictions [1]. Crisis Compliance cannot guarantee that no crisis
will arise and that no negative impacts will occur, but rather that organization and
government leaders have done everything humanly possible to predict the crisis, prevent
its occurrence and mitigate negative impacts, to create a learning environment to help
prevail over future crises, and to help restore well being and culture after the crisis has
passed. Crisis Compliance draws on the theoretical perspectives of Perrow’s Normal
Accident Theory, the Theory of High Reliability Organizations and Lally’s IT Target and
Shield Model.

NORMAL ACCIDENT THEORY (NAT) AND THE THEORY OF HIGH
RELIABILITY ORGANIZATIONS (HRO)

The first theoretical perspective, which addresses the potential threats involved in
large scale systems is Charles Perrow’s Normal Accident Theory. Normal Accident
Theory (NAT) argues that characteristics of a system’s design make it more or less prone
to accidents. Accidents are defined as [14] "a failure in a subsystem, or the system as a
whole, that damages more than one unit and in doing so disrupts the ongoing or future
output of the system.” Perrow distinguishes between disastrous "accidents,"” which are
system wide and seriously impact the system's overall functioning and “incidents,” which
involve single failures that can be contained within a limited area and which do not
compromise the system's overall functioning. Perrow argues that no system can be
designed to completely avoid incidents, but that inherent qualities of the system determine
how far and how fast the damage will spread. Systems that are not designed to contain the
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negative impact of incidents will, therefore, be subject to accidents in the course of their
normal functioning.

The first key characteristic of accident prone systems is their complexity. NAT
argues that as systems become more complex, they become more accident prone. NAT
distinguishes a second characteristic of systems that exacerbate potential problems brought
about as a result of complexity -- tight coupling. Tight coupling means there is no slack
time or buffering of resources between tasks, interactions happen immediately. NAT
distinguishes one further characteristic of disaster prone systems, a lack of control.

Researchers in High Reliability Organizations (HRO) have examined
organizations in which complex, tightly coupled, technologically based systems appeared
to be coping successfully with the potential for disaster. High reliability theorists' studies
of the Federal Aviation Administration’s air traffic control system, the Pacific Gas and
Electric's electric power system, including the Diablo Canyon nuclear power plant, and
the peacetime flight operations of three United States Navy aircraft carriers indicate that
organizations can achieve nearly error free operation [8].

HRO theorists identify four critical causal factors for achieving reliability:

* Political elites and organizational leaders put safety and reliability first as a
goal.

* High levels of redundancy in personnel and technical safety measures.

* The development of a "high reliability culture™ in decentralized and
continually practiced operations, and

* Sophisticated forms of trial and error organizational learning.

The two theories have been contrasted as "pessimistic” -- NATS contention that
disaster is inevitable in badly designed systems, versus "optimistic" — HROs pragmatic
approach to achieving greater reliability. The theories, however, are in agreement as to
which characteristics of systems make them more or less accident prone.

LALLY’S TARGET AND SHIELD MODEL

Lally [4] argued that Normal Accident Theory was a sound theoretical perspective
for understanding the risks of Information Technology, because IT is complex, tightly
coupled and often poorly controlled. She also argued [5] that IT based systems do not
operate in isolation but in organizational settings where failures in IT can lead to more
widespread secondary failures in organizations and to society as a whole. Additionally, she
argued [6] that the frequent rapid change in both IT based systems and the work processes
they support can further exacerbate the potential for disaster. These characteristics are
what permitted a design flaw, such as Y2K, considered “trivial” by software designers to
potentially propagate into a global disaster and why even the experts were unable to
predict what the impact would be.

Figure 1 illustrates the Target and Shield Model
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Lally [7] further extended her model and argued that IT based systems are not
only a target used as a weapon of destruction to cause serious accidents, but that IT
based systems can be a shield used to prevent damage from future incidents, whether
they be IT based or physical.

The Target and Shield model incorporates Lally’s extensions to Normal Accident
Theory. The model also contains three significant feedback loops, which allow IT to play
a positive role in preventing future incidents from materializing, having real world
impacts, and mitigating their impacts when they do occur. In the Feedback Loop #1,
Prevent future incidents, controls can be built into the system to prevent future
incidents from materializing. In Feedback Loop #2, Prevent Propagation of Incidents,
controls can be built into the system to prevent future incidents that have materialized
from turning into accidents. In the Feedback Loop #3, Mitigate Impact of Disasters, IT
based systems can be developed to prevent accidents resulting from IT based or physical
attacks from propagating even further, and to provide more rapid recovery and renewal of
culture and quality of life.

TECHNOLOGY—SOURCE OF THE CRISIS, PREVENTION, CURE?

An important characteristic of a crisis when examining the role of IT is whether
the crisis is technology based. Y2K clearly had its foundation in poor software design and
the rapid expansion and proliferation of technology. Hurricane Katrina, however, was a
natural disaster in which IT could have played a much more successful role in combating
the crisis than it did. When organizations use white hat hackers or war gaming experts to
simulate cyberattacks with the goal of preventing future attacks [2], IT is used as both a
target and shield.

EXTENDING THE MODEL TO CRISES IN DIVERSE AREAS

An additional factor that emerged in the Post 9/11 environment was that disasters
can occur in large scale social environments such as cities and nations, rather than in
organizations. NAT and HRO, which were developed to prevent innocent mistakes from
propagating into system-wide disasters in organizational settings had to be extended.
Lally [8] addressed challenges of extending the models to large diverse environments,
rather than organizational settings. Large areas add additional layers of complexity and
tight coupling when compared to organizational settings.

UNPRECEDENTED CRISES POSE GREATER CHALLENGES

Another characteristic of crises that add to the potential for damage is whether or
not they are unprecedented. Both Y2K and 9/11 had no precedent on the scale at which
they occurred. Despite 130 years of technological advances, civil reform, and building
code updates, Japan’s 2011 earthquake and tsunami resulted in 20,000 deaths [3]. In
these cases there was no collection of best practices to draw on.
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THE CHALLENGE OF MALEVOLENT THREATS

A final characteristic of crises is whether or not they are the result of malevolent
actions. Y2K was caused by an inadvertent error by program designers. The result of
extensive Y2K testing has lead to better software design. 9/11, however, was malevolent
and preventing the reoccurrence of another major terrorist attack involves investigating
groups of individuals who may or may not be guilty with serious implications for privacy
and civil rights.

CRISIS AND SCOPE

Another characteristic of crises is their scope. Can the crises be controlled by
quarantining the area or will the effects of the crisis spread quickly? Sites like Chernobyl
were remote and able to be quarantined, resulting in limited impact outside the effected
area. The March, 2011 tsunami and nuclear disaster in Japan posed serious threats to the
people of Tokyo, and resulted in nuclear radiation increases in California.

CRISIS COMPLIANCE AND THE SEARCH FOR FEASIBLE SOLUTIONS

When implementing IT based systems in a crisis situation the issue of feasibility
must be addressed. Four essential types of feasibility emerge:

Technical feasibility—Is there an IT based solution to the problem? Solutions
that required cell phones, the Internet and digital cameras would be feasible now but not
forty years ago. For organizations to be Crisis Compliant, their disaster plans need to
include the most recent technology.

Operational Feasibility—Will the solution work in the given environment?
Technically sophisticated users will more readily adopt new technologies. Technologies
are more likely to be adopted in High Reliability Organizations with strong
organizational cultures that support its use.

Economic feasibility—Can we afford the solution (or afford not to use it)? The
high risk exposure to hurricanes in New Orleans was well known but budgetary
constraints prevented the development of stronger levees. Flood protection in the
Netherlands far surpasses what was and is currently available on the Gulf Coast because
the government placed a high priority of protecting its citizens.

Schedule feasibility—Do we have time to implement the solution? In
unprecedented crises, such as 9/11, leaders did not have adequate lead time to envision
the full extent of the problem and respond with optimal solutions. Government leaders
could argue that schedule feasibility did not permit full compliance. In the case of
Katrina, however, there had been years of warnings and a simulation model the year
before indicated results very similar to those which actually happened, yet the problem
was not responded to.
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HURRICANE SANDY AND THE NEW YORK METROPOLITAN AREA

Electricity and information are the twin life bloods of modern societies. If electricity
and information are disrupted, then everything from the production of food to the
supply of potable water, to ATM service service—literally everything in modern
society—qrinds to a halt—We are truly coupled and interdependent as never before.
[12, p. 13].

Hurricane Sandy was a natural disaster on a scale that was unprecedented in recent
history. The storm was predicted several days in advance allowing for mass evacuations
and a relatively low loss of life, compared to hurricanes like Katrina. Major property
damage did occur in many waterfront communities including Breezy Point Queens, the
New Jersey Shore, and Coney Island. Many historical landmarks on the waterfront were
destroyed by the nine foot storm surge. Flooding caused extensive power blackouts that
included lost heat and water, including Manhattan below 34™ Street for a week, and areas
of Long Island, Staten Island and New Jersey for up to two weeks, leaving individuals
unable to obtain information through television or the Internet. The storm caused major
disruptions in transportation--the Midtown and Brooklyn Battery Tunnel were closed for
over a week, and gas shortages prevented the use of automobiles.

A number of questions emerge in the light of the theoretical analysis.

1. Was Sandy truly unprecedented, especially in the light of Hurricane Irene the year
before?

2. What technically feasible solutions, such as those used by the Netherlands,
London, and Hong Kong, could have mitigated the damage?

3. What were the responsibilities of governments, utilities, and individuals living in
red zones? How well were these responsibilities fulfilled?

4. How did the initial damage of the storm (high winds and storm surge) propagate
into secondary damages (gas shortages, long term power outages, business losses,
unemployment)? How could this propagation have been minimized?

5. How can the culture of the neighborhoods affected, and the New York
Metropolitan Area aid in Post-Crisis renewal?

The focus of upcoming case study will be to highlight in depth the nature of the
disaster in the context of Crises Compliance, and to suggest IT and non-1T solutions and
methodologies to predict, prevent, and prevail over future hurricanes.
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Figure 1: The Target and Shield Model
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Preference Trade Programs: Lessons Learned

Minoo Tehrani, Audra Armstrong, Bianca Rom
Gabelli School of Business, Roger Williams University
Bristol, RI1 02809, USA

The U.S. government has enacted different preference trade programs with developing countries
in order to expand their economic outlook and also to deal with other issues, such as illegal trade.
Among these programs, the African Growth and Opportunity Act (AGOA) and the Andean
Trade Preference Act (ATPA) are considered highly successful programs. This research
examines the features of AGOGA and ATPA preference programs and highlights its main goals
and objectives. In addition, the paper discusses major obstacles. Furthermore, this study assesses
the extent of the success of these programs. The final part of this research explores the future
potentials of AGOA and ATPA.
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China’s Operating Environment: The causes of Trade Disputes

Minoo Tehrani, Chelsea Johnston, Linda Sok, Mackenzie Logan
Gabelli School of Business
Roger Williams University

This research studies the operating environment of china along several dimensions,
financial services, local content requirement, market access and human resources. The
study examines several trade disputes due to China’s discriminatory treatment of non-
Chinese companies belonging to the countries that are a member of the World Trade
Organization (WTO). In addition, the paper discusses the needed reforms to China’s
market structure that have the potential of alleviating some of the problems and disputes in
trading with China.
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Green Field FDIs in Indo-Pacific

Minoo Tehrani, Robert Troy
Gabelli School of Business, Roger Williams University
Bristol, Rhode Island, USA

Numerous emerging and developing countries are providing green field
investment opportunities for foreign corporations where foreign direct
investments (FDIs) are given tax breaks and subsidies for setting up full
operations and creating jobs in these countries. The underlying
assumption of green field FDIs is that the transfer of knowledge and
technology and creation of jobs in a country offset the tax breaks and
subsidies provided to these FDIs.

This study explores the green field FDIs in Indo-Pacific by
concentrating on Chinese green field FDIs in Australia and India. The
research investigates the impact of Chinese green field FDIs on
technology transfer and creation of jobs in these countries. In addition,
the paper examines the challenges that the countries with green field
investment policies may face and proposes several remedies to deal with
them.
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ABSTRACT

This study examines the relationship among managerial sentiment, investment
opportunity set and firm performance. We first perform a test to gauge the managerial
sentiment, then to investigate the relationship between managerial sentiment and firm
performance. Managerial optimism would overestimate investment opportunities so
as to destroy corporate performance. Our evidence shows a negative relation between
corporate performance and managerial optimism. Secondly, we find that there is a
positive association between the investment opportunity set and firm performance.
However, the interaction of managerial optimism and high investment opportunity set
would eliminate the significantly positive effect. Our findings imply that managerial
sentiment would bias the selection of investment opportunities and adversely affect

firm performance.

Keywords: Managerial sentiment, Firm performance, Investment opportunity set
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1. INTRODUCTION

This paper investigates how managerial sentiment and investment opportunities
relate to corporate performance. Specifically, we focus on the manager optimism
which could overestimate value of investment opportunities to influence the corporate
performance. Heaton (2002) suggests that optimistic managers depending on external
finance sometimes reject positive net present value projects, believing the cost of
external finance simply too high.

Anderson (1993) shows the investment opportunities are firm specific defined
relative to such things as managerial skill. When managers consider the need for
corporate growth and take the positive net present value (NPV) project, the different
managerial sentiment would carry out different investment policies. This study thus
displays the interaction effect on investment opportunities and managerial sentiment.
Besides, we are wondering whether managerial sentiment will influence firm

performance or not. Few empirical studies can be found on this topic.

This paper has two objectives: to examine the relationship between investment
opportunities and firm performance, and to examine the relationship between
managerial sentiment and investment opportunities. Managerial sentiment reflects a
manager’s optimism or pessimism. The term “optimism” in this paper is synonymous
with the term “overconfidence” used by Malmendier and Tate (2005). The empirical
results in this study show that manger plays a role on firms’ investment behavior and
performance. The investment opportunities have significantly positive relationship
with firm performance. The managerial optimism has a negative relationship with
firm performance. On the other hand, the positive relationship between investment

opportunities and firm performance is eliminated by managerial sentiment.

This paper contributes to the literature in two ways. First, this paper shows that
managerial sentiment would disturb firm performance. Second, we posit that
managerial sentiment would affect the relationship between the investment
opportunity set and firm performance. An implication of our results is that firms
with growth opportunities should consider managerial sentiment to maintain firm

performance.

In the remainder of this paper, Section 2 describes model. Section 3 describes
model variable measure. Section 4 describes the data set and results, and the last

section presents conclusions.
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2. THE MODEL

We use Panel data and quantile regression to examine whether managerial
sentiment has any impact on the firm performance with investment opportunity set, as

follows:

ROE, =a + B,1SO, + B,0, + B;NO,, + B,10S, xO, + B,10S,, x NO,, + BSIZE, +&, (1)

where ROE;; represents the firm performance; ISO;, represents the investment
opportunities set; Oy is a dummy variable which is equal to 1 if the CEO is classified
as optimistic, otherwise 0; NO;, is a dummy variable which is equal to 1 if the CEO is

classified as being pessimistic, otherwise 0;; SIZEit represents the firm size.
3. MEDEL VARIABLE MEASURE

3.1 The managerial optimism measure

Following Lin (2005) to construct a managerial optimism measure on a personal
basic, we weight each forecast equally. Given that CEO’s optimism in assessing future
outcome is likely to result in upwardly-biased forecasts, we classify whether a CEO is
optimistic if he/she has first and last forecasts which overestimate earnings of a fiscal
year and define a CEO as optimistic. A forecast is defined as upward-biased if its error

is positive, where the definition of forecast error:

FE = Manager's forecast for earnings before tax — Actual earnings beforetax.  (2)

Yet previous literature confirms that managers may have other incentives to bias
their forecasts. To address concerns that the measure may reflect managers’ incentives
other than optimism, we exclude from measure construction any forecasts that may be
contaminated by incentive effects. We detect three potential incentives and then
remove forecasts from the sample if they meet any one of the following criteria: First,
intending to make stock offerings at a favorable price, some firms may temporarily
boost their stock price by releasing upwardly-biased forecasts (e.g., Lang and
Lundholm, 2000). Second, for employment concerns, managers of firms financially
distressed may release upwardly-biased forecasts to mislead investors; even
“cheating” only pertains for a short while. Frost (1997) finds that managers of
distressed firms clearly released over-predictions for a current year’s financial results

when compared to actual outcomes. Koch (2003) finds that management earnings
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forecasts issued by distressed firms exhibit greater upward bias and are viewed as less
credible by analysts than similar forecasts by non-distressed firms. Third, managers
may act in self-interest to profit from trade, publish upwardly-/downwardly-biased
forecasts, then sell (buy) shares.

The managerial sentiment dummy variable is defined as:

0. - 1 if themanageris classified as optimistic, FE >0 %
o 0 if the manageris classified as non - optimistic
1 if themanageris classified as pessimistic, FE <0
Ny Oz',z = . . . T (8)
0 if themanageris classified as non - pessimistic

3.2 The investment opportunities measure

The investment opportunities is unobservable as it is related to discretionary
expenditures and firm-specific factors such as physical and human capital in place
and industry-specific and macroeconomic factors (Kallapur and Trombley, 1999).
Then, this study follow Hutchinson and Gul (2004) consider the three variables
which used as proxy measures of growth are: the market value of assets to book
value of assets ratio(MBVA)', the market-to-book value of equity ratio(MBVE)?
and ratio of gross plant, property and equipment to market value(PPEMVA)® of the
firm. This implies the following model for investment opportunities set (I0S):

10S= Factor score (equally weighted average) of MBVA, MBVE, PPEMVA for

the investment opportunity set

4. EMPIRICAL EVIDENCE

4.1 Data Sources

Following MacKie-Mason (1990) and Hovakimian et al. (2001), security issues
are identified using annual firm level data from the non-financial quoted companies in
Taiwan for our empirical study, with the primary source of information being the

Taiwan Economic Journal (TEJ) database. Our panel was constructed to cover the

' The market value of assets to book value of assets ratiol MBVA)= [(total assets-total common
equity)+tshares of outstanding*share closing price]/total assets

2 The market-to-book value of equity ratio and ratio of gross(MBVE)=(shares outstanding*share
closing price)/total common equity.

* The ratio of gross plant, property and equipment to market value(PPEMVA )=gross property, plant
and equipment/(market value of the firm + non-current liabilities)
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1996-2005 period in order to avoid endogeneity and unobservable heterogeneity; i.e.,
an unbalanced panel comprising of 434 companies on which information was
available for at least eight consecutive years during that period, resulting in 4,143
observations. The structure of the panel, by annual number of observations per

company, is provided in Table 1.

Table 1
Structure of the sample: Panel of Taiwan non-financial quoted companies (period 1996-2005)
Number of annual observations Number of Number of
per company companies observations
10 314 3,140
9 43 387
8 77 616
Total 434 4,143

4.2 Results

We first summarize the descriptive statistics in Table 2. As you can see, this is a
basic test to clarify if the managerial sentiment would influence firm performance. We

only employ few control variable in this study.

Table 2 Descriptive Statistics

Mean Std.Err. Min Max.
ROE 3.2816 25.5413  -365.68 999.33
108 1.5155 3.6667 -0.2226 123.739
(0] 0.0924 0.2896 0 1
NO 0.0385 0.1924 0 1
SIZE 15.6035 1.1813 12.3997  20.04509

The results of our examination of the relationship between firm performance and
investment opportunity set with controlling for managerial sentiment (optimism or
pessimism), are presented in Table 3. We also included the dummy variables d; to
measure the time effect, so as to control the effect of macroeconomic variables on
firm performance. Consequently, we split the error term into three components: the
individual effect, 7;; the time effect, d,, and , finally, the random disturbance, v;,. As

a result, the final specification of the models to estimate is as follows:

ROE, =a +4,ISO, + ,0, + B,NO,, + 108, xO, + ,10S, x NO,, + BSIZE, +1, +d, +v,,
©)
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Table 3 Estimation of the firm performance model using panel data methodology to avoid

endogeneity and heterogeneity.

a By ﬁz ﬂs ﬁ4 ﬁS ﬁe

-42.0798 0.8461 -3.7951 9.7549 -0.0581 0.7931 2.7830

Coefficient

(8.5183)*** | (0.1201)*** | (1.3216)*** | (2.6560)*** | (0.2807) (1.1504) (0.5432)***

Note: standard errors in (). *:10%, **:5%, ***:1% significance level

In Table 3, the coefficients of 8, was 0.8461 that significantly different from zero.
There is a positive association between firm performance and the investment
opportunity set. The coefficients of optimism £, and pessimism f; were -3.7951 and
9.7549, both significantly different from zero. The coefficients of £, was -0.058 1and f5
was 0.7931, both insignificant different from zero.

Our finding implies that basically investment opportunity is positively related to
firm performance, and managerial sentiment also significantly affects firm
performance. However, when we simultaneously consider their interaction effect, the
evidence shows that the higher investment opportunity given high managerial

optimism does not benefit its corporate performance apparently.

5. CONCLUSIONS

We examine the relation between managerial sentiment and firm performance in
this study. This paper makes two fundamental contributions to the analysis of firm
performance. First, using a sample of Taiwanese firms, we first judge managers are
optimistic or pessimistic. The empirical results show a significant relation between
firm performance and managerial sentiment. Optimism manager may decrease firm
performance but the pessimism manager would increase firm performance. Second,
we posit that there is an adverse influence between firm performance and the
investment opportunity set when managerial sentiment interacted with investment

opportunity set.
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Abstract

With the spread of the Internet, virtual communities (VCs) have important
applications for business. Moreover, advertisements (ads) and electronic word of
mouth (eWOM) are central to the key strategies that firms adopt to manage VCs.
However, in a virtual context the commercial benefits of ads and eWOM is
questionable. An increasing number of scholars suggest that firms should adopt
activities that are appropriate for specific types of VCs. This study tries to examine
the influences of ads and eWOM on purchase intentions according to different types
of VCs. After surveying 290 valid responses, ads were found to have no significant
influence on purchase intentions, whereas eWOM was found to play a very important
role. In addition, types of VCs were found to moderate the relationship between ads
and purchase intentions. Low-involvement ads are negatively related to the purchase
intentions of non-transactional community members. This result indicates that ads
do not generally have positive effects and have negative effects in non-transactional
communities.  With regard to eWOM, it has a significant effect on purchase
intentions regardless of the type of VC. Furthermore, this study found that positive
eWOM is positively related to purchase intentions and has a greater effect on
purchase intentions than ads. The findings suggest that firms should encourage
members to share their knowledge or experience rather than just posting ads,
especially in non-transaction VCs. In addition, low-involvement ads have negative
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effects in virtual communities, so firms should design high-involvement ads, such as
virtual props, blogs, and rich media, to attract the attention of potential customers.
Key words : Advertisement, Electronic word of mouth, Virtual communities,

Purchase intention

1. Introduction

As an increasing number of consumers are interacting online and using the Internet to
share their knowledge, experiences, and opinions, virtual communities (VCs) play an
important role in marketing [1]. Many online vendors currently consider VCs to be
potential channels to advertise brands and promotions, improve store image, develop
and gauge demand, and increase barriers to entry for competitors [2]. Online
vendors also consider VCs to potentially provide a source of customers, improve their
reach, and increase online sales, as well as develop deeper and broader relationships
with their customers [3]. Consequently, VCs have become an important business
tool.

The business world assumes that VCs can be leveraged to provide access to
consumers and consumer data. However, these benefits have not always been
realized. Many online vendors have sponsored VCs in the hope of reaping
commercial benefits, but few have been successful in this effort [4]. Success in VCs
depends on the attitude of contribution, dedication of resources, building of critical
mass, and alignment of community and business needs [5]. In addition,
advertisements (ads) and electronic word-of-mouth (eWOM) have been the key
strategies that firms adopt to reap benefits from VCs [6-8]. eWOM has also become
a significant market force that influences consumer decisions [9]. Nevertheless,
according to previous studies, ads and eWOM may not always positively affect
purchase intentions of VC members. It is critical for firms to adopt activities that are
appropriate for the various types of VCs. However, there is a lack of empirical
studies on this issue.

With regard to the development of VCs in Taiwan, an increasing number of firms
have invested in VCs but are reaping limited benefits from this investment. This
study therefore seeks to explore the effects of ads and eWOM in a virtual context.
According to previous studies, different types of VCs may play an important role in
moderating the influence on purchase intentions.  This study will examine the effects
of ads and eWOM on purchase intentions in relation to various types of VCs.
Finally, this study provides suggestions to firms that intend to reap commercial
benefit from their involvement with VCs.
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2. Literature Review and Hypotheses

2.1 Virtual communities

Many new business practices have emerged with the development of the Internet and
Web 2.0. Among these, the ones related to VCs could be the most important for
businesses to reach potential customers. VCs have become forums where Web users
express themselves, get information, interact with each other, and establish their
social networks.  They provide effective platforms for the development of
e-commerce based on social networks [10].

There are several definitions of VC. First, Rheingold [11] focused on the
technological aspect of VCs and defined them as ““social aggregations that emerge
from the Net when enough people carry on those public discussions long enough, with
sufficient human feeling, to form webs of personal relationships in cyberspace.”
Fernback and Thompson [12] recognized the importance of “social relationships” and
defined VCs as ““social relationships forged in cyberspace through repeated contact
within a specified boundary of place (e.g., a conference or chat line) that is
symbolically delineated by topic of interest.” VCs can generally be defined as
aggregations of Internet users who form webs of personal relationships [5, 11, 13].

Researchers have developed different classification schemes for VCs. Armstrong
and Hagel 111 [14] identified four kinds of VVCs: (1) transaction communities focus on
transactional needs and provide a platform where people can obtain relevant trading
information; (2) fantasy communities usually refer to online games and allow people
to come together to have virtual fantasy experiences; (3) interest communities provide
a platform for people with common interests or expertise on a specific topic to gather
and interact with each other; and (4) relationship communities allow people with
similar experiences to come together and form meaningful personal relationships.
Similarly, Kannan, Chang [13] divided the virtual community space into four
categories: (1) the main function of transaction-oriented communities 1S t0 bring
sellers and buyers together; (2) interest-oriented communities gather users around a
common theme such as Macintosh computers (www.macrumors.com), or product
support (support.dell.com); (3) relationship-oriented communities generally focus on
real-life relationships, such as family (MyFamily.org) or business relationships
(LinkedIn.com); and (4) users of fantasy-oriented communities, such as Second Life,
expect to participate in an interesting environment in exchange for their time [5].

Drawing from these relevant studies, the definition of Kannan, Chang [13] was
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adopted in this study, which defines a VC as a group of members who use a platform
or website to share information. We selected the four most representative VCs in
Taiwan and summarized their characteristics in relation to ads and eWOM in Table 1.

Table 1. Most popular ads and eWOM in four types of VCs

Type of VC Case Ad eWOM

Transaction Books.com.tw  Banner, Flash, Consumer review,
Click-through, Rich “Like” button
media

Interest Mobile01 Banner, Flash, Unboxing ?, Testing "
Click-through, Rich
media

Relationship Facebook Click-through, Virtual  Platform for sharing
props ¢, Rich media, information, “Like”
Blogs, Fan page button

Fantasy Maplestory Virtual props ¢, Rich Recommendation of
media virtual props

@ Unboxing is when members share firsthand experience about getting a product in VCs.  The text of
an unboxing usually includes the entire process from opening the product package to using the
product. Members are usually customers.

®Writers usually receive products from sponsors.  These writers are members of the VC and usually
are also sales representatives, reporters, or opinion leaders. They announce not only their firsthand
experiences about getting a product but also the test results of the product’s features, quality, and
functions.  This kind of article is much more objective and professional than unboxing.

¢ For example, Melege Olive provided its products as seeds for the Happy Farm, which is the most
popular game on Facebook. Game players got free seeds of Melege products and planted them.
Melege Olive also provided free houses and scenery with its product images. In doing so, Melege
Olive is promoting its product image.

¢ For example, Cheetos integrates their product ads into Maplestory, which is the most popular gaming
website in Taiwan. Game players bought a Cheetos’ product and got virtual props that they can use
in Maplestory. In doing so, Cheetos is promoting the image of its products and influencing sales
volumes.

2.2 Advertisements and purchase intentions

Since the first banner ads appeared in 1994, the Internet advertising industry has
experienced exceptional growth. Existing academic research encompasses a broad
spectrum of studies on Internet advertising effectiveness as measured by direct
response and branding metrics. There are few studies that include click-through
rates (CTR) as a measure of online advertising effectiveness.  Robinson, Wysocka
[15] investigated the impact of seven creative characteristics of banner ads on the
effectiveness of online advertising. After surveying 209 banner ads, they suggested
that the creative characteristics of effective banner ads in the online gaming arena
include: larger size, absence of promotional incentives, and presence of information
about casino games. In contrast, banner features such as animation, action phrases,
and the presence of company brands or logos were ineffective in generating
click-throughs. Jiang, Chan [16] conducted a laboratory experiment and explored
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how website interactivity can impact purchase intentions through website
involvement. They found that websites with a high level of active control generate
cognitive involvement and websites with reciprocal communication generate affective
involvement. The responses of the participants also revealed that increases in
website involvement lead to higher purchase intentions.

The impact of traditional advertising has been reduced by new technological
alternatives and changes in consumer purchasing behaviors. Clemons, Barnett [17]
mentioned that Lord Leverhulme had complained that “half of money | spend on
advertising is wasted; | just don’t know which half!”  However, Clemons et al. (2007)
believe that Lord Leverhulme would feel somewhat differently today because of
information technology changes. They found that some websites produce sufficient
resonance to create strong VCs and these strong VCs may have significant monetary
value. They also believe that resonance marketing allows every consumer to decide
what he wants based on true informedness rather than compromising for a product
that has been hyped through advertising.

As in previous studies, this study found that Internet advertising also influences the
purchase intentions of VC members. This study concluded that ads with several
characteristics, such as the absence of promotional incentives, the presence of
information, high involvement, or resonance, enhance purchase intentions (Clemons
et al., 2007; Jiang et al., 2010; Robinson et al., 2007). However, ads with low
involvement, animations, action phrases, and the presence of company brands or
logos are ineffective in generating purchase intentions (Robinson et al., 2007).
Therefore, this study states that the more involving the ads, the more effective they
are in a virtual context. Therefore, H1 was derived as follows:

H1: Relative to low-involvement ads, high-involvement ads have a greater

positive influence on the purchase intentions of VC members.
2.3 eWOM and purchase intentions

WOM is defined as independent information and opinions about marketplace
offerings [18]. There are many forms of WOM, such as chat room, newsgroup,
bulletin boards, listservs, and electronic consumer forum [18, 19]. These
electronically based forms provide consumers with the ability to share their
experiences, opinions, and knowledge with others on specific topics. To differ with
the traditional (offline) WOM, the scholars called these forms as electronic
word-of-mouth (eWOM) [20]. Besides, consumer judgements can be positive or
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negative. This research followed most scholars’ classification and explored the
influence of positive and negative eWOM separately [21-25].

Consumers always search for information before making a purchase in order to reduce
their perceived risk [26, 27]. One such source of information is word of mouth
(WOM). In addition, online consumer reviews, such as consumer-created product
information, can be viewed as a special type of WOM [28]. Consumer reviews are
important for unsophisticated consumers, who may hesitate to make a purchase if
only seller-created product information is available. Recent evidence suggests that
consumer reviews have become very important for consumer purchase decisions and
product sales [29]. Regardless of whether they are positive or negative, traditional
WOM communications have been shown to directly influence consumer attitudes and
behaviors [23]. Therefore, H2a and H2b were developed as follows:

H2a: Positive eWOM will enhance the purchase intentions of VC members.
H2b: Negative eWOM will reduce the purchase intentions of VC members.

The Internet and information technology represent a new opportunity for consumers
to share their product evaluations online [30]. Indeed, traditional forms of
communication, such as advertising, appear to be losing their effectiveness, possibly
because consumers doubt their reliability and trustworthiness [31]. The credibility
of WOM combined with the fact that consumers are more involved suggests that
WOM has stronger effects than advertising [32]. Thus, H3 was proposed as follows:

H3: Relative to ads, eWOM has a greater influence on the purchase intentions of
VC members.

2.4 The moderating effects of VC types

VCs are used for both advertising and building brand loyalty. There has been some
success in this area; however, marketing in VCs is still very experimental in nature.
Each type of community requires a different approach to marketing [5]. Spaulding
(2010) indicated that the definition of a successful venture into a VC is the acceptance
of the firm or its activities by the community. He suggested that it is difficult to reap
the benefits of advertising in interest and fantasy communities. As interest
communities are very sensitive to the improper use of their resources, trust is easily
broken and reputations are easily damaged. Similarly, fantasy communities are not
likely to view direct advertising positively, if they notice the advertisements at all [17,
33]. Interest communities may discuss favorite brands, product quality, and other
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commercially beneficial topics. On the other hand, it is effective to advertise in
transaction communities because participants are looking to spend money. In this
context, word ads or featured ads can produce results as long as the participants do not
mentally or technically block them (Spaulding, 2010). The main obstacle of
advertising in transaction communities is that when participants are ready to make a
purchase, they are often focused only on exactly what they want (Clemons et al.,
2007). Thus, H4 was developed as follows:

H4: The effectiveness of ads on purchase intentions is higher in transaction VCs

than in non-transaction VCs.

Gupta, Kim [4] proposed that the committed participation of members in VCs is the
springboard for online vendors to convert VC members into online buyers.
Spaulding (2010) suggested that products will become popular through WOM and
require little marketing in relationship communities. In addition, some scholars
considered trust to be a moderator or intervening variable to explain the influence of
eWOM on purchase intentions.  Trust is “the willingness of a party to be vulnerable
to the actions of another party based on the expectation that the other will perform a
particular action important to the trustor, irrespective of the ability to monitor or
control that other party” [34]. In e-commerce, trust has long been recognized as a
critical success factor, and has been the focus of many studies [35-37]. In
non-transaction VCs, members exchange information and share common interests.
Therefore, these VCs are more likely to cultivate trust among members.
Furthermore, in comparison with transaction communities, participation and trust play
a more important role in non-transactional communities. Subsequently, this study
suggested that the influence of eWOM on purchase intentions may differ in
accordance with the type of VC. In other words, the type of VC will moderate the
relationship between eWOM and purchase intentions. Thus, H5 was derived as
follows:

HS: The effectiveness of eWOM on purchase intentions is higher in

non-transaction VCs than in transaction VCs.

3. Method

3.1 Data collection

This study aimed to explore the relationships among online ads, eWOM, and the
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purchase intentions of VC members. To further clarify the characteristics of four
types of VCs, we adopted qualitative research firstly. The study surveyed the most
representative websites as case study objects: Books.com, Mobile01, Maplestory, and
Facebook represent transaction, interest, fantasy, and relationship communities,
respectively (Table 1). Then, we adopted quantitative research. Online consumers
in Taiwan were selected for the research sample.  Online questionnaires were created
using mySurvey (http://www.mysurvey.tw). To gather data, the URL was posted on
the following websites, which are the most popular VCs in Taiwan: Facebook.com,
AHHA.com, U-CAR.com, Gamer.com, and Gamebase.com. Any single computer
was restricted from submitting more than one questionnaire in order to avoid
duplicate responses. A total of 482 responses were received, 192 of which were
excluded for being invalid. Invalid responses include those containing more than
five missing values, those with the same answer to all questions, and those that
answered reverse and general questions in the same way. There were 290 valid
responses, resulting in a validity rate of 60%. A description of the sample is
presented in Table 2.  Table 3 shows the sample distribution of VCs.

Table 2. Sample description (N=290)

Demographics Frequency  Percent
Gender
Female 151 52
Male 139 48
Age
Under 15 6 2
16 - 20 39 13
21-25 133 46
26 - 30 58 20
31-35 23 8
36 - 40 14 5
Above 41 17 6
Education
Below Junior High School 10 3
High School 43 15
College / University 173 60
Graduate School 64 22
Income ?
Under 15,000 136 47
15,001 - 20.000 21 7
20,001 - 25,000 29 10
25,001 - 30,000 30 10
30,001 - 35,000 23 8
35,001 - 40,000 14 5
Above 40,001 37 13

The average monthly income of NT dollars
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Table 3. Sample distribution of virtual communities (N=290)

Types of Virtual Communities Frequency Percent

Transaction (n=141)
Books.com.tw (www.books.com.tw) 28 9.7
Yahoo! (tw.bid.yahoo.com) 94 32.4
Yahoo! (buy.yahoo.com.tw) 1 0.3
PC home (shopping.pchone.com.tw) 15 5.2
ICHIBA (www.rakuten.com.tw) 1 0.3
ETMall (www.etmall.com.tw) 1 0.3
8591 Treasure Transaction Network 1 0.3

(www.8591.com.tw)
Interest (n=46)

Mobile01 (www.mobile01.com) 16 5.5
Bahamut (www.gamer.com.tw) 24 8.3
Gamebase (www.gamebase.com.tw) 2 0.7
Garena--connecting world gamers (www.garena.tw) 1 0.3
U-CAR (www.u-car.com.tw) 1 0.3
Yahoo!(tw.stock.yahoo.com) 1 0.3
PTT BBS (www.ptt.cc) 1 0.3
Fantasy (n=6)
Maplestory (tw.beanfun.com/maplestory) 3 1.0
World of Warcraft (tw.battle.net) 1 3
Lineage (www.i-gamer.net) 2 v
Relationship (n=97)
Facebook (www.facebook.com) 95 32.8
Plurk (www.plurk.com) 2 0.7
Total 290 100
3.2 Variables

Independent variables. This research defined eWOM as independent information
and opinions about marketplace offerings. In addition, these are spread via
Web-based platforms and will influence other’s cognition about the offerings. We
classified eWOM into positive and negative ones. Because this research tries to
explore the influence of positive and negative eWOM on consumers’ purchase
intentions, the measurement of eWOM aimed at the level of consumer attention for
users’ evaluation. According to Fang and Chang [38], Zeithaml et al. (1996), and
Hennig-Thurau et al. (2002), this study measured respondent’s cognition about the
product evaluation and developed measurements in accordance with reliability,
priority, and reference. Table 4 shows the detailed items. All items are measured
on a seven-point Likert scale, ranging from “1” (Strongly Disagree) to “7” (Strongly
Agree).
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Table 4. Reliability and validity of variables (N=290)

_ Factor _ Cumul_ative
Variables . Eigenvalue  explained
Loadings .
variance (%)
Positive Electronic WOM  (a=0.763) 2.058 68.60
My friends in the A community leave a 873
message and evaluation Product B
positively, | think the product is reliable.
My friends in the A community leave a 134
message and evaluation Product B
positively, | think the product is not
worthwhile to purchase with high priority.
(reverse question)
My friends in the A community leave a 870
message and evaluation Product B
positively, | think the product deserves a
reference.
Negative Electronic WOM (0=0.807) 2.172 72.40
My friends in the A community evaluate .859
Product B negatively and blame it, I think
the product is not worthwhile to refer.
My friends in the A community evaluate .846
Product B negatively and blame it, I think
the product is not worthwhile to purchase
with high priority.
My friends in the A community evaluate .848
Product B negatively and blame it, I think
the product is not reliable.
Purchase Intentions (a=0.844) 2.294 76.46
I am highly willing to buy the B product 901
that A community recommended.
I will probably not buy the B product that .823
A community recommended. (reverse
question)
I consider to buy the B product that A .897
community recommended.

After reviewing the four most representative virtual community websites in Taiwan,
this study measured ads according to the five most popular Internet ad types: banner,
click-through, flash, rich media, and virtual props. Following the recall idea of [39],
respondents were asked to select ads that they were aware of. The chosen ads were
coded with “1” and the others were coded with “0”. According to the degree of
interaction, the ads were further classified into two categories and the sum of each
type was calculated. Banner, click-through, and flash ads are considered to be the
low-involvement ad due to their passive characteristics. Rich media and virtual
props require consumer interaction; these ads are therefore classified as the
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high-involvement ad.

Dependent variables. Many scholars define purchase intention similarly [29, 31,
40-42]. Following their work, this study defined purchase intention (PI) as the
likelihood of purchasing the product. Measurements include the degrees of
willingness, probability, and consideration to buy the product that VCs recommended.
Table 4 shows the detailed items. All items are measured on a seven-point Likert
scale, ranging from “1” (Strongly Disagree) to “7” (Strongly Agree).

Moderating variables. After reviewing several studies, this research adopted the
definition of Kannan et al. (2000) of a virtual community as a group of members who
participate on a platform or website to share information. In addition, researchers
have developed different classification schemes for VCs. The following widely
adopted four categories were used in this study: transaction, interest, fantasy, and
relationship (Armstrong and Hagel 111, 1996; Lu et al., 2010; Spaulding, 2010). As
the transaction communities differ from the other VVCs, VCs were further divided into
transaction and non-transaction types, coded as “1” and “0”, respectively.

Control variables. As previously noted, purchase intentions may be affected by
consumer demographics. Therefore, gender, age, education, and income were used
as control variables. Gender is a dummy variable for which “0” is assigned to
females and “1” to males. The three other control variables are quasi-interval scales.

3.3 Measurement development

Questionnaire design. Items to measure the constructs came from existing scales
that were developed and tested in previous research. Three Chinese researchers in
the e-marketing area were asked for feedback on the instrument. After minor
revisions to the instrument, 30 students were asked to complete the questionnaire. In
accordance with the pretest, the questionnaire was revised again.

To avoid potential sources of common method bias, the suggestion of Podsakoff,
MacKenzie [43] was adopted. First, this study cannot measure the predictor and
criterion variables in different times or locations and it is therefore necessary to use all
procedural remedies related to questionnaire design. This study sought to reduce
method bias by guaranteeing response anonymity and psychologically separating the
predictor and criterion variables by mixing all questions. As these two methods do
not eliminate all of the different method biases associated with a common rater and
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measurement context, this study needed to depend more on statistical remedies. The
threat of common method variance was investigated via the Harman one-factor test.
No single factor emerged from the analysis nor did a single general factor account for
most of the variance in the variables. As a result, common method bias appears to
be minimal.

Validity and Reliability. Factor Analysis was employed to verify construct validity.
Table 4 shows that all variables have construct validity. Besides, the Cronbach’s
alpha values of positive eWOM, negative eWOM, and purchase intentions
are .763, .807, and .844 respectively. Therefore, the measurement of these
constructs is statistically reliable.

4. Result and discussion

Table 5 presents the descriptive statistics and Pearson correlation coefficients for the
study variables. The correlation matrix indicates that education, income, and eWOM
are significantly positively related to purchase intentions. The low-involvement ad
is significantly negatively related to purchase intentions. This indicates that better
educated and higher income consumers are more likely to purchase the products
recommended in VCs. It is noteworthy that consumers exposed to negative eWOM
still have positive purchase intentions. The VC type is positively related to the
low-involvement ad, whereas it is significantly negatively related to the
high-involvement ad. It seems that transaction VCs are more likely have
low-involvement ads, whereas non-transaction VCs prefer high-involvement ads.
This result conforms to previous case studies (Table 1).

Table 5. Descriptive statistics and Pearson correlation coefficients (N=290)

1 2 3 4 5 6 7 8 9 10
1.Gender ? 1
2.Age 118" 1
3.Education  -.034 .135" 1
4.Income  .1697° 6637  .062 1
5VCtype® -174™" 220" -063 167 1
6.LIAd -089 -045 018 -004 .113" 1
7.HIAd 1277 -036 -1277 -028 -107°  .016 1
8.PEWOM  -003 -.151"" 132" -024 -034 .073 -.026 1
9.NEWOM -137" 057 .1217 .05 -.096 .116" -037 .3207" 1
10.PI -012 055 205" 132" -082 -127 -067 .465 174" 1
Mean 479 3560 3.000 2910 .486  .386 .231 5146 4.931 4.495
SD 500 1.341 713 2203 501 .339 294 804 1.015 1.052

& Gender: 0 for female and 1 for male
b\/C type: 0 for non-transaction virtual communities, 1 for transaction virtual communities
p<.10; p<.05; p<.01
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With regard to the influence of eWOM, Table 6 shows that positive eWOM does have
a positive influence, whereas negative eWOM does not have a significant influence.
Therefore, H2a is supported and H2b is not supported. Furthermore, the
standardized coefficient of positive eWOM is the largest in the regression model.
This result indicates that eWOM has a stronger positive influence than ads.
Therefore, H3 is supported.

Table 6. Regression result of purchase intentions (¥=290)

Variables B VIF
Control Variables
Gender ? -.021 1.121
Age -.004 1.965
Education 143 1.084
Income 122" 1.844
Moderator
VC types” 101 1.142
Independent Variables
Low Involvement Ad 177 1.037
High Involvement Ad -.017 1.045
Positive eWOM 4617 1.188
Negative eWOM .010 1.175
Model F 12.902""
R? 293

& Gender: 0 for female and 1 for male
®\/C types: 0 for non-transaction virtual communities, 1 for transaction virtual communities
p<.10; “p<.05; " p<.01

Table 7. Regression result of purchase intention in accordance with types of VCs

Variables Transaction VC Non-Transaction VC
(n=141) (n=149)
Control Variables
Gender® -.027 .016
Age -.093 119
Education .063 1757
Income .070 123
Independent Variables
Low Involvement Ad -.037 -286 "
High Involvement Ad .087 -.063
Positive eWOM 3847 447
Negative eWOM 2317 -.098
Model F 7.0777 11.875
R? .300 404

* Gender: 0 for female and 1 for male
“p<.10; “p<.05; "p<.01

Table 6 shows that VC type has a significant influence on purchase intentions. To
further clarify the influence of VC types, this research divided samples into two
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groups and the regression results were analyzed separately. Table 7 indicates that
ads have no significantly positive effect on purchase intentions in both transaction and
non-transaction VCs.  Furthermore, the low-involvement ad has significantly
negative influence on the purchase intentions of non-transaction VC members,
whereas the high-involvement ad doesn’t have a significant influence. This result
indicates that ads generally do not positively affect consumer purchase intentions.
Table 8 presents the interaction effects of VC types on purchase intentions. It seems
that both high- and low-involvement ads have significantly negative effects on the
purchase intentions of non-transaction VC members. Low-involvement ads, such as
banner, click-through, and flash ads, are more likely to decrease consumer purchase
intentions, especially in non-transaction VCs. This result confirms Prendergast, Ko
[31], who stated that advertising appears to be losing its effectiveness because
consumers doubt its reliability and trustworthiness. Furthermore, products become
popular through WOM and require little marketing in relationship communities.
Therefore, for non-transaction VCs, ads are less effective in influencing purchase
intentions. However, there is no evidence that advertisements have a positive effect
on the purchase intentions of transaction VC members. Therefore, H4 is not
supported.

Regression analyses were used to test the hypotheses, and the results are shown in
Tables 6 and 7. All of the Variance Inflation Factors (VIF) values in the regression
models are below two, which indicates that there are no significant multicollinearity
problems. According to Table 6, both high- and low-involvement ads have negative
standardized coefficients. It seems that ads generally negatively influence the
purchase intentions of VC members. In addition, the low-involvement ad has a
significantly negative influence on purchase intentions. Whether the
high-involvement ad has a greater positive influence on purchase intentions compared
with the low-involvement ad cannot be verified. Thus, H1 is not supported.

With regard to the influence of eWOM, Table 7 shows that positive eWOM has a
strong influence on the purchase intentions of both transaction and non-transaction
VC members. In addition, for transaction VCs, regardless of whether the eWOM s
positive or negative, consumers are still likely to purchase the product recommended
by the community. This phenomenon could be attributed to the past experiences of
members. Jones, Aiken [23] investigated the extent to which online consumers are
influenced by eWOM communications. They integrated experience, advertising, and
eWOM into a model and found that when past personal experience is favorable, an ad
alone is sufficient to produce a favorable brand evaluation. When personal
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experience is unfavorable, eWOM influences brand attitudes but neither advertising
nor word of mouth has any impact on purchase intentions. Therefore, the study
questions if the members/consumers of transaction VCs have already decided to make
a purchase and are therefore only focused on what they want. In addition, members
of transaction VCs may have favorable past experiences and ignore negative eWOM
when they make a purchasing decision. Therefore, even negative eWOM has a
significantly positive influence on purchase intentions.

Table 8. Interaction effects of VC types on purchase intentions (¥=290)

Variables B
Control Variables
Gender ? -.012
Age -.018
Education 193"
Income 057"
Moderator
VC types (Non-transaction VCs) 1.465"
VC types (Transaction VCs) 424
Independent Variables
Low Involvement Ad -.080
High Involvement Ad 282
Positive eWOM 4767
Negative e WOM 203"
Interaction Items
Non-transaction VCs * Low Involvement Ad -878""
Non-transaction VCs * High Involvement Ad -.622"
Non-transaction VCs * Positive eWOM 144
Non-transaction VVCs * Negative eWOM -306
Model F 557.491°
R- 966

& Gender: 0 for female and 1 for male
p<.10; “p<.05; " p<.01

Comparing the effectiveness of eWOM between transaction and non-transaction VCs,
positive eWOM was found to have the strongest influence on the purchase intentions
of non-transaction VC members, according to the standard coefficients (Table 7).
Table 8 presents the interaction of VCs and eWOM on purchase intentions. It seems
that the influence of positive eWOM on purchase intentions does not differ between
transaction and non-transaction VCs. However, in comparison with transaction VCs,
negative eWOM does have greater negative impact on the purchase intentions of
non-transaction VC members. Thus, the effectiveness of eWOM on purchase
intention is higher for non-transaction VVCs than for transaction VCs. Therefore, H5
is supported.
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5. Conclusion and implications

Several theories have been used by previous researchers to explain how ads and
WOM influence consumer behavior in daily life.  This study has taken some of those
theories and applied them to the online environment, thereby extending our
understanding of factors that are influential in a new context. The research results
show that ads in VCs do not have positive effects. Instead, eWOM has a stronger
influence on the purchase intentions of VC members.

According to Spaulding’s (2010) work, marketing activities in interest communities
require respect for both the social contract and the topic of interest. There is a
temptation to place ads in every possible location in interest or fantasy communities.
However, advertising only costs a business the time it takes to post the ad. The
consequence of this type of advertising is the negative impression created by polluting
forums and environments with unwanted material.  To further clarify the influence of
VC type, this study divided the sample into transaction and non-transaction groups.
The results indicate that ads have no effects on purchase intentions in transaction VCs,
which differs somewhat from Spaulding’s (2010) suggestion that advertising in
transaction communities would be effective. In  non-transaction VCs,
low-involvement ads negatively influence purchase intentions and high-involvement
ads do not have a significant influence. This result shows that ads generally do not
affect the purchase intentions of VC members. Furthermore, low-involvement ads,
such as banner, click-through, and flash ads, are more likely to decrease member
purchase intentions. This study suggests that the effects of advertising in the virtual
context may differ from the real world. It is worthwhile to further investigate how
ads work and what kinds of ads are more effective in virtual communities.

With regard to the influence of eWOM, this study found that positive eWOM has a
strong influence on the purchase intentions of non-transaction VC members, whereas
both positive and negative eWOM positively influence the purchase intentions of
transaction VC members. The results further demonstrate that eWOM plays a very
important role in the marketing activities of VCs. In addition, members’ past
experiences may explain why negative eWOM still has a significantly positive
influence on the purchase intentions of transaction VC members. It is worthwhile to
further explore the influence of VC members’ characteristics on their behaviors.

The research findings suggest that firms should not just post ads on VCs. It would
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be better for firms to encourage members to share their knowledge or experience.
By building eWOM, firms can enhance VC members’ trust and reap benefits from
VCs.
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Abstract

Nowadays, virtual communities (VCs) have become the most important medium for
people to interact and to share the knowledge with others. Consumers tend to search
for information prior to making a purchase in order to reduce perceived risk. As a
result, word of mouth (WOM) marketing plays more and more important role in
marketing strategy. However, negative WOM is the most concerned issue for firms,
because it might arouse great impact on business operation. Most studies relating to
eWOM are to explore what leads to eWOM and the influence of eWOM on
consumers’ behavior intentions. Previous studies focus on the impact of eWOM on
a certain product; while there is a lack of research about the impact of on-line
platform itself. = The research aims to explore factors that influence on
non-transaction VC members’ continuance intention. This research adopted two
studies. The first one used qualitative research methods to explore reasons that
internet users continued using Facebook. Then, this research conducted quantitative
research to further verify hypotheses. After surveying 183 internet users, this
research found that negative WOM will significantly decrease the continuance
intention; while positive eWOM does not have as much influence as the negative one.
This research also found that trust and web service quality has significant impact on
continuance intention.  According to these findings, this research suggests that firms
utilizing VCs should put effort in cultivating trust among members. Besides, high
quality of web service can alleviate the impact of negative word of mouth.

Keywords: Non-transaction Virtual Communities, Electronic Word of Mouth,

Trust, Web Service Quality, Continuance Intention

INTRODUCTION

With the development of the internet, the population of internet users has increased
rapidly. More and more people choose the virtual community as a medium to
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interact and have connections with others, and to share the knowledge they have.
Product experiences posted by virtual communities (VCs) members are likely to be
perceived as reliable because the information providers are fellow consumers, who
presumably have no interest in marketing the product [1]. VCs serve both social and
business functions [2]. For the social functions, they provide a communication
platform to foster interaction among members. The members of these communities
come together to develop friendships, share common interests, and exchange
information. On the other hand, VCs comprise a viable trading and marketing
platform that enables commercial interaction between sellers, buyers, and
intermediaries [3]. Besides, electronic word-of-mouse (eWOM) has become a
significant market force that influences consumer decision-making [4]. However,
negative WOM is the most concerned issue for firms dedicating in e-commerce,
because it might arouse great impact on business operation.

Most studies relating to eWOM are to explore what leads to eWOM and the influence
of eWOM on consumers’ behavior intentions [5]. For example, studies examine
what leads to eWOM (e.g., [6], [7]) and how eWOM affects the business bottom line,
including product sales (e.g., [8], [9]), customer value and loyalty [10], and the
success of new product introductions (e.g., [11]). These studies focus on the impact
of eWOM on a certain product; while there is a lack of research about the impact of
on-line platform itself. Are VC members more sensitive to negative WOM? Once
there are negative eWOM about the online platform appear; do members still continue
using that platform?

There are four kinds of VCs: transaction, fantasy, interest and relationship
communities [12, 13]. Among these VCs, the members of non-transaction VCs do
not intent to promote products on the online platform; therefore the members’
comments are more persuasive than transaction VCs’.  After observing the
development of Facebook in Taiwan, the researcher found that the population of
Facebook users in Taiwan continues growing in spite of the negative comments, such
as insecurity in privacy. Therefore, this research tries to explore factors influencing
the continuance intention of non-transaction VC’s members, especially when there are
negative eWOMSs appear.

Literature Review and Hypotheses

Virtual Communities
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There are several definitions of VC. First, Rheingold [14] focused on the
technological aspect of VCs and defined them as *“social aggregations that emerge
from the Net when enough people carry on those public discussions long enough, with
sufficient human feeling, to form webs of personal relationships in cyberspace.”
Fernback and Thompson [15] recognized the importance of “social relationships” and
defined VCs as “social relationships forged in cyberspace through repeated contact
within a specified boundary of place (e.g., a conference or chat line) that is
symbolically delineated by topic of interest.” VCs can generally be defined as
aggregations of Internet users who form webs of personal relationships [13, 14, 16].

Researchers have developed different classification schemes for VCs. Armstrong
and Hagel 111 [17] identified four kinds of VCs: (1) transaction communities focus on
transactional needs and provide a platform where people can obtain relevant trading
information; (2) fantasy communities usually refer to online games and allow people
to come together to have virtual fantasy experiences; (3) interest communities provide
a platform for people with common interests or expertise on a specific topic to gather
and interact with each other; and (4) relationship communities allow people with
similar experiences to come together and form meaningful personal relationships.
Similarly, Kannan, Chang [13] divided the virtual community space into four
categories:  transaction-oriented, interest-oriented, relationship-oriented, and
fantasy-oriented communities [16]. Among these VCs, members of non-transaction
VCs usually do not intent to promote products when they posed information on the
online platform; therefore the members’ comments are more persuasive.

eWOM and Continuance Intention

WOM is defined as independent information and opinions about marketplace
offerings [18]. There are many forms of eWOM, such as chat room, newsgroup,
bulletin boards, listservs, electronic consumer forum [18, 19], and online forum which
is an online community where visitors may read and post topics [1]. These
electronically based forms provide consumers with the ability to share their
experiences, opinions, and knowledge with others on specific topics. To differ with
the traditional (offline) WOM, the scholars called these forms as electronic
word-of-mouth (eWOM) [6]. Besides, consumer judgements can be positive or
negative. This research followed most scholars’ classification and explored the
influence of positive and negative eWOM separately [20-24].

The power of WOM to influence consumers’ decision-making processes has long
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been known to researchers and practitioners; the power of WOM has recently become
even more important with the advent of the internet [6, 18, 25]. Consumers always
search for information before making a purchase in order to reduce their perceived
risk [26, 27]. In addition, online consumer reviews, such as consumer-created
product information, can be viewed as a special type of WOM [28]. Consumer
reviews are important for unsophisticated consumers, who may hesitate to make a
purchase if only seller-created product information is available. Recent evidence
suggests that consumer reviews have become very important for consumer purchase
decisions and product sales [29]. Regardless of whether they are positive or negative,
traditional WOM communications have been shown to directly influence consumer
attitudes and behaviors [22]. Therefore, Hla and H1b were developed as follows:

Hla: Positive eWOM will enhance the non-transaction VC members’
continuance intention.
H1lb: Negative eWOM will reduce the non-transaction VC members’

continuance intention.

Although similar to the traditional form, eWOM has several unique characteristics.
eWOM often occurs between people who have little or no prior relationship with one
another and can be anonymous [25, 30, 31]. This anonymity allows consumers to
more comfortably share their opinions without revealing their identities [30].
However, the anonymous nature of eWOM can make it difficult for consumers to
determine the quality and credibility of the eWOM [32, 33]. There must be other
factors will influence the continuance intention of VC members.

Previous studies have classified the motivations of continuance usage of web sites
into system attributes and individual attributes [34]. System attributes include
information quality, usefulness and ease of use [35-39]; while individual attributes
contain trust, loyalty, and satisfaction [39-41]. Drawing from these studies, this
research referred that web service quality and trust are the other influence factors and
the moderators of the relationship between eWOM and continuance intention.

The Effects of Web Service Quality
Sine computer-aided services have grown in number and significance in proportion to
the rapid growth of Internet adoption, the quality of enterprise web sites has become a

key indicator of how well a company is likely to satisfy its customers [42, 43].
E-service quality is the overall customer perceptions, judgments and evaluations of
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the quality of service obtained from a virtual marketplace [44]. Both practitioners
and researchers use e-service quality and web service quality interchangeably [42].
Several authors have developed diverse instruments to measure e-service quality [44,
45] and there are discrepancies regarding service quality measurement. One of the
first and most widely used instruments to measure service was developed by
Parasuraman, Zeithaml [46] and was intended to provide managers with insights into
information systems service perceptions, and subsequently to provide a benchmark
across information systems business processes [47]. Parasuraman, Zeithaml [48]
later adapted and extended the model to include dimensions reflecting e-service
quality, defined as the extent to which a website facilitates efficient and effective
shopping, purchasing and delivery, many of which are identical to the dimensions
proposed as factors impacting service quality in physical service encounters. This
research adopt Udo, Bagchi [42]’s definition and measurement, because their study
focused on examining the dimensions of web service quality based on e-customer’s,
expectations and perceptions and have included relevant studies.

Some researchers have emphasized the importance of web service quality, because it
is the antecedent of e-customer satisfaction [42, 49-51]. Web service quality is
crucial because it shapes customers’ initial impression of a web site’s value.
According to the impression, customers determine whether they will continue using
the web site [52]. In the Information Systems Success Model [37], web service
quality is the most important variable in affecting user satisfaction. Most authors
conclude that both service quality and satisfaction have direct links to behavioral
intentions [53, 54]. Cronin Jr, Brady [54] concluded that the direct link between
service quality and behavioral intentions is significant. Therefore, this research
inferred that high web service quality will enhance members’ satisfaction and then
they are more likely to continue using the online platform that VCs provided.
Hypothesis 2 is developed as below:

H2: Web service quality will enhance the non-transaction VC members’

continuance intention.

It is difficult for customers to determine the quality and credibility of the eWOM due
to the anonymous nature of eWOM [32, 33]. According to the impression of website,
customers will determine whether continue using the website or not [52]. Therefore,
this research inferred that high web service quality will alleviate the impact of
negative eWOM on continuance intention of VC members. Thus, H3 was developed
as follows:
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H3: Web service quality will moderate the influence of negative eWOM on the

non-transaction VC members’ continuance intention.

The Effects of Trust

In VCs, trust plays an important role in affecting members’ behavior as people would
act more proactively when they trust the environment and other people [55, 56].
Many researchers proposed that trust is a cornerstone in terms of constructing a
long-term business relationship and partnership. In e-commerce, trust has been long
recognized as a critical success factor, and much research has been conducted on trust
[57-59].

Trust refers to the depth and assurance of feelings based on inconclusive evidence [2,
60-62]. Mayer, Davis [63] defined trust as “the willingness of a party to be
vulnerable to the actions of another party based on the expectation that the other will
perform a particular action important to the trustor, irrespective of the ability to
monitor or control that other party.”

Lu, Zhao [64] proposed two kinds of trust, that are trust in the website and trust in
members.  Trust in the website refers to the beliefs that the C2C website or the VC
sponsor is capable of providing quality services and would do something good to its
consumers or users. This kind of institutional trust affects consumers’ purchase
behaviors [65, 66]. On the other hand, trust in members can be a major factor that
affects the prosperity and success of VCs as, in a virtual environment where
participants are usually anonymous and do not engage in direct face-to-face
communication, trust can be a significant issue [64]. The research objectives of Lu,
Zhao [64]" work are online venders; while the research tried to explore factors that
influence continuance intention of using online platform that non-transaction VCs
provided. Because the purchase intention of a certain product is not the research
issue, this study adopted trust in website [64] as a research variable.

Trust between members in VCs positively affects members’ behaviors such as
obtaining or contributing information [64]. Ridings, Gefen [67] found that trust in
members significantly affects the desire to get and give information in VCs. Thus,
the research inferred that members trust others will enhance their desire to continue
using the online platform that VCs provided. Hypothesis 4 is developed as below:
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H4: Trust in members will enhance the non-transaction VC members’
continuance intention.

Because strong generalized trust implies a general belief in the good intent of others
[68], Kankanhalli, Tan [55] stated that generalized trust positively affects knowledge
contribution using electronic repositories. From the view of transaction cost theory,
trust prompts knowledge sharing as trust can reduce the transaction cost in the
interactions between buyers and sellers [69]. Therefore, the study refers that
members trust others will alleviate the negative impact when someone posted
unfavorable comments relating to the online platform that VC provided, because
members believe their friends of the VC will not do something to hurt them,
especially for non-transaction VCs which allow members share common interests.
Thus, the research derived Hypothesis 5 as below.

HS: Trust in members will moderate the influence of negative eWOM on the
non-transaction VC members’ continuance intention.

Method

Data collection

This research adopted two studies. The first one used qualitative research methods
to explore reasons that internet users continued using Facebook. This study selected
Facebook as the research object due to it is the biggest virtual community not only in
Taiwan but also in the whole world. Besides, there are many negative evaluations
come out along with the growth of Facebook. The most concerned fault is the
problem of members’ privacy and security. In spite of the negative WOM, the
population of Facebook users in Taiwan does not decrease at all. At first, the
researcher randomly selected online guests and interviewed them through chat room
on Facebook and MSN. It took one week to collect conversation data. This
research conducted content analysis approach to conclude variables from chatting
content and then compared these results with literature.

After qualitative research, this research conducted quantitative research to further
verify hypotheses. The Internet users in Taiwan were selected for the research
sample. Online  questionnaires  were  created using  mySurvey
(http://www.mysurvey.tw). To gather data, the URL was posted on the following
websites, which are the most popular VCs in Taiwan: Facebook.com, Gamer.com, and
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Ptt.cc. Any single computer was restricted from submitting more than one
questionnaire in order to avoid duplicate responses. A total of 205 responses were
received, 22 of which were excluded for being invalid. Invalid responses include
those containing more than five missing values, those with the same answer to all
questions, and those that answered reverse and general questions in the same way.
There were 183 valid responses, resulting in a validity rate of 89%. A description of
the sample is presented in Table 1. Table 2 shows the sample distribution of VCs.

Table 1. Sample Description (N=183)

Demographics Frequency Percent
Gender
Female 101 55
Male 82 45
Education
Below Junior High School 10 6
High School 29 16
College / University 112 61
Graduate School 32 17
Income!
Under 15,000 89 48
15,001 - 20.000 13 7
20,001 - 25,000 16 9
25,001 - 30,000 16 9
30,001 - 35,000 16 9
35,001 - 40,000 13 7
Above 40,001 20 11

Note 1. The average monthly income of NT dollars

Table 2. Sample Distribution of Virtual Communities

Virtual Communities Frequency Percent
Facebook 156 85
Plurk 5 3
Youtube 4 2
Bahamut 13 7
Gamebase 3 2
Mobile01 2 1

Total 183 100.0

Variables

Electronic WOM. This research followed most scholars’ classification and explored
the influence of positive and negative eWOM separately [20-24]. Following Goyette,
Ricard [70] and Holloway, Wang [71]’s measurement, this research developed 6 and 3
items to measure positive and negative eWOM respectively (Table 3). All items are
measured on a seven-point Likert scale, ranging from “1” (Strongly Disagree) to “7”
(Strongly Agree).
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Web Service Quality. E-service quality is the overall customer perceptions,
judgments and evaluations of the quality of service obtained from a virtual
marketplace [44]. Both practitioners and researchers use e-service quality and web
service quality interchangeably [42]. This research adopt Udo, Bagchi [42]’s
definition and measurement. Four items were used in the questionnaire with
seven-point Likert scale. After factor analysis and item to total analysis, this
research removed one items because of the low factor loading and reliability.

Trust in Members. This research defined trust as the depth and assurance of feelings
based on inconclusive evidence [2, 60-62]. This research adopt Lu, Zhao [64]’s
measurement. They proposed two kinds of trust, those are trust in the website and
trust in members.  The research objectives of Lu, Zhao [64]” work are online venders;
while this research tried to explore factors that influence continuance intention of
using online platform that non-transaction VCs provided. Because the purchase
intention of a certain product is not the research issue, this study adopted trust in
website [64] as a research variable. The measurement items are shown in Table 3.

Continuance Intention. This research adopt the concept of information systems
continuance and applied Bhattacherjee [40]’s measurement. There are three items in
the construct, but one of these items was deleted due to low factor loading and
reliability.

Control variables. As previously noted, behavior intention may be affected by
consumer demographics. Therefore, gender, income, age, and education were used
as control variables. Gender is a dummy variable for which “0” is assigned to
females and “1” to males. Education is also a dummy variable for which “0” refers
senior high school or less and “1” refers above university. Income belongs to
quasi-interval scale; while age belongs to ratio scale.

Measurement Development

Questionnaire design. This research developed items measuring the constructs by
adapting existing scales developed and tested in previous research. As the original
items were in English, the author used the following procedures to ensure the
translation validity. First, a researcher whose native language is Chinese forward
translated the items into Chinese. Next, another researcher independently backward
translated the items into English. Subsequently, the two researchers compared and
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discussed the two English versions to develop the first Chinese version of the items.
After minor revisions to the instrument, 30 students were asked to fill questionnaire.
According to the pretest, this research revised the questionnaire again.

To avoid potential sources of common method biases, this research adopted Podsakoff,
MacKenzie [72]’s suggestion. First of all, this study cannot measure the predictor
and criterion variables in different times or locations, therefore it is necessary to use
all procedural remedies related to questionnaire design. This study tried to reduce
method bias by guaranteeing response anonymity, and then separated the predictor
and criterion variable psychologically by mixing all questions. Because these two
methods do not eliminate all of the different method biases associated with a common
rater and measurement context, this research need to depend more on the statistical
remedies. The threat of common method variance was investigated via the Harman
one-factor test. No single factor emerged from the analysis nor did a single general
factor account for most of the variance in the variables. As a result, common
method bias appears to be minimal.

Validity and Reliability. Factor Analysis was employed to verify construct validity.
Table 3 shows that all variables have construct validity. Besides, the Cronbach’s
alpha values of positive eWOM, negative eWOM, web service quality, and trust in
members are .804, .727, .677 and .812 respectively. Because there are two items of
continuance intention construct were left, this research used the Pearson Correlation
Coefficients to show their relation. The coefficient is .261, so these two items have
high relation. Therefore, the measurement of these constructs is statistically reliable.
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Table 3 : Reliability and Validity of Variables

. Factor . Cumu_lative
Variables . Eigenvalue explained
Loadings .
variance (%)
Electronic WOM
Positive EWOM  (a=.804) 3.205 35.609
My friends recommended the A community 792
My friends spoke of the A community’s good sides .665
My friends are proud to say to others that they are the A 686
community’s members. '
My friends strongly recommend people buy products online 656
from the A community. '
My friends mostly say positive things to others. 701
My friends have spoken favorably of the A community to 760
others '
Negative EWOM (0=.727) 1.846 56.114
My friends mostly say negative things to other about the A 660
community. '
My friends warn others not to purchase form the A community .890
My friends discouraged others to use the A community. .841
Web Service Quality (0=0.677) 1.835 61.160
The A community website gives prompt service to customers. .837
It was easy to find what you were looking for in A community. 725
The A community website provides high guality information. .780
Trust in Members (0=.812) 2.876 57.515
| feel very confident about the skills that the other members in 685
the A community have in relation to the topics we discuss. '
The other participants on the A community have much 716
knowledge about the subject we discuss '
The other participants on the A community have specialized
capabilities that can add to the conversation in this 763
community
The other participants on the A community are well qualified 815
in the topics we discuss '
The participants in the A community are concerned about what 804

is important to others

Continuance Intention (r=.261***) 1.140 69.185
| intend to continue using the A community rather than 674

discontinue its use '

If 1 could, I would like to discontinue my use of the A

. . .881
community (reverse question)

*xkp< 01

Result

The first study conducted content analysis to conclude moderating variables from
chatting content and then compared these results with literature. This research found
that the trust among virtual community members and the abilities of users are the
most important variables. Besides, the service quality of Facebook is also the key
factor for users to continue using this platform. The findings is consistent with
previous studies that stated the motivations of continuance usage of web sites can be
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classified into system attributes and individual attributes [34]. In addition, this
research found that there are several ways to cultivate trust among members, such as
classify members based on their contribution to community, and set up a threshold of
organizing fans club to maintain the specialty and professional of community. In
order to improve the trust in members and the website, firms can reveal the rule of
community and privacy policy on official website. To improve web service quality,
firms should continually update interface for easy-using, because friendly interface
makes users not only feel comfortable but also recognize the credibility of
communities.

Drawing from the first study, this research treats web service quality and trust in
members as moderating variables. This research tried to propose normative
suggestion; while personal characteristics are these factors that website managers
can’t select. Therefore, this research treated user’s ability, such as income, age, and
education, as control variables.

Table 4 shows the descriptive statistics and Pearson correlation coefficients for the
study variables. The correlation matrix indicates that gender, age, and education are
significantly related to trust in members. The result indicates that male, older people,
and students with senior high school or less are tend to trust others. Age is also
positively related with eWOM and web service quality. Nevertheless, personal
characteristics are nothing to do with continuance intention. Positive eWOM has
significant positive relationship with web service quality, trust in members, and
continuance intention. As to negative eWOM, it has significant negative
relationship with continuance intention.

Table 4. Descriptive Statistics and Pearson Correlation Coefficients

1 2 3 4 5 6 7 8 9
1. Gender 1
2. Income 249*%** ]
3. Age A69%*  463*** 1
4, Education .040 218%** 234%** |

5.Positive EWOM .115 -078  .189** -187** 1
6.Negative EWOM .053 .028 A74*%* -081 .176** 1
7.Web Service .022 -024  .188** -009  .589*** 135* 1

Quality
8.Trust in A67**  -.006  .234*** - 125* .669*** .066 B675%** 1
Members
9. Continuance .064 119 107 .024 300*** - 285*** 360*** 393*** 1
Intention
Mean 448 2.870 24541 .787 3.353 4940 3.674 3.377 3.216
SD 499 2202 5664 411 .854 1.098 1.036 .930 1.086
Note 1. N=183

2. Gender: 0 for female and 1 for male
3. Education: 0 for senior high school or less, 1 for university

2013 Northeast Decision Sciences Institute Annual Meeting Proceedings ~ April 2013 Page 160



This study used a series of hierarchical regression analyses to test hypotheses.
Variance inflation factors (VIF) in regression models indicate no significant sign of a
multicollinearity problem. VIF values range from 1.067 to 4.497 for Models 1, 2, 3,
and 4. To test Hypotheses, control variables were first entered, after which eWOM
and moderating variables were next entered as main effect predictors of continuance
intention (see Models 1, 2, and 3 in Table 5). Next, moderator terms were created by
multiplying each of the moderating variables by negative eWOM (see Model 4). To
avoid the amplified effect of multiply, the study made centering treatment for each
variable first. For example, the centered negative eWOM was computed as the value
of original figures minus its mean.

When independent variables were entered into the equation, there was a significant
increase in Model fit (AR’ = .234, p < .01). The positive eWOM significantly
enhance continuance intention; while the negative eWOM has significant negative
effect. Thus, Hypotheses 1a and 1b is supported. When the moderator terms were
entered into the equation, there was a significant increase in Model 3 (AR’ = .072, p
<.1). The Model 3 represents that web service quality and trust in members also
significantly enhance continuance intention. However, when interaction terms were
entered into model 4, it shows there’s no significant interaction effect on continuance
intention. Therefore, Hypotheses 2 and 4 are supported; while Hypotheses 3 and 5
are rejected.

Table 5. Standardized Regression Results for Continuance Intention

Variables Model 1 Model 2 Model 3 Model 4
Control Variables

Gender ° .033 -.001 -.006 -.003

Income .083 .139* .148** A31*

Age .066 .028 -.014 -.012

Education ® -.011 .028 .017 .022
Independent Variables

Positive eWOM (PeW) 373%** 123 124

Negative eWOM (NeW) -.357*** -.347*** -.317***
Moderating Variables

Web Service Quality (WSQ) .203** .206**

Trust in Members (Trust) .204** .195*
Interaction Terms°

NeW * WSQ .087

NeW * Trust .007
Model F .845 8.948*** 9.561*** 7.835%**
R? 019 234 305 313
AR? .019 215%** 072%** .008
Note a. N=183

b. Gender: 0 for female and 1 for male
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c. Education: 0 for senior high school or less, 1 for university
*p<'10; **p<'05; ***p<.01

According to the standardized coefficients (see Models 2, 3, and 4 in Table 5), this
research further found that negative eWOM plays the most important role to affect
continuing intention in comparison with other variables. It indicates that firms
should be aware of negative comments and should solve members’ dissatisfaction as
soon as possible.

Conclusion and Implication

After surveying 183 internet users, this research found that negative eWOM will
decrease the continuance intention significantly; while positive eWOM, web service
quality, and trust in members will enhance the continuance intention of VCs’ members.
However, web service quality and trust in members don’t have moderating effects on
the relationship of negative eWOM and continuance intention. Besides, this
research found that negative eWOM is the most important factor to influence
members’ continuing usage in comparison with other variables. It indicates that
firms should be aware of negative comments and should solve members’
dissatisfaction as soon as possible, because those negative eWOM have determined
detrimental effects. Nevertheless, higher level of trust in members and high quality
of web service may alleviate the impact of negative word of mouth.

According to these findings, this research suggests that firms should be wary of
negative comments from members and put effort in improving trust and web service
quality, especially when negative eWOM appears. Drawing from the qualitative
study, the research further suggest firms utilizing VCs should do something to
cultivating trust among members, such as classify members based on their
contribution to community, and set up a threshold of organizing fans club to maintain
the specialty and professional of community. In order to improve the trust in
members and the website, firms can reveal the rule of community and privacy policy
on official website. Continually updating interface for easy-using is also an
important task, because friendly interface makes users not only feel comfortable but
also realize the credibility of communities.
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